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Estimation of Surface
Temperature and Heat Flux Using
Inverse Solution for

masanori Monde | Qne-Dimensional Heat
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niroumi aima | GONduction

Yuhichi Mitsutake

An analytical method has been developed for the inverse heat conduction problem using
) N the Laplace transform technique when the temperatures are known at two positions within
Department of Mechanical Engineering, a finite body. On the basis of these known temperatures, a closed form to the inverse
Saga University, solution can be obtained to predict surface conditions. The method first approximates the
Saga 840-8502, Japan measured temperatures with a half polynomial power series of time as well as a time lag,
which takes for a monitor to sense the temperature change at the point. The expressions
for the surface temperature and the surface heat flux are explicitly obtained in the form of
the power series of time. The surface temperature and heat flux calculated for some
representative problems show agreement with the known values. The method can be
applied to the case where an initial temperature distribution exists.
[DOI: 10.1115/1.1560147
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1 Introduction eter,s, to express a convolution of initial temperature and expo-

. . nential functions. Usage of a table for Laplace Transforms as
The inverse heat conduction problefiCP) has been exten- jisiaq in a textbook16], gave the inverse solutions in a form of a

sively investigated to estimate surface conditions under a SeVefgies of convolution functions. They did not take into account of
environmental condition. In an unsteady state, direct measuremgpia |ag for a sensor. A special functif®] to express a measured
of surface temperature and heat flux is usually difficult. For th@mperature was introduced to avoid the divergence in their cal-
case of re-entry of a space vehicle and heat transfer from thgiation. Imber and Khafil0] also introduced a trial function to
surface of a nuclear reactor at loss of coolant event, it is necessagproximate the measured temperature using a polynomial series
to estimate surface conditions such as temperature and heat #fixime. Shoji[12] first expanded the Laplace transformed solu-
accurately. However, one may encounter difficulties in directlyon in a series o6 arounds=0, and then expressed the measured
measuring surface temperature and heat flux. A clue to solve thisnperature as a derivative with respect to time to calculate the
problem is to use IHCH1,2]. Most of the studies have beeninverse solution numerically using a finite difference method. The
approached to the IHCP by using numerical metH@ds7] for the Monde method13]was different from the other author’s methods
following reasons: 1development of computer architecture anénd had merit in the following respect&t) the Laplace trans-
increase in computer capacities andh#athematically nonconver- formed solution was expanded in a seriesafounds=0; (2) a
gency of the exact solution of IHCP when-0 [1]. In spite of trial function to approximate the measured temperature was a half
development of numerical methods, the analytical approache@lynomial series of time, which constitutes a general solution for
[8—12) for the IHCP in one-dimension and simple configuration iwne-dimensional heat conduction as shownTby f(£/(7); (3)
2 or 3 dimensions still have merits in being easy to obtain thbe time lag, which takes to sense temperature change, was taken
surface temperature and heat flux distributions since solutions dai® account{4) a final function of the Laplace transformed solu-
be explicitly obtained. tion was performed correctly by inverse Laplace transform, result-
Recently, Mondd13] and Monde et al[14] succeeded in de- N9 into the explicit inverse so_Iutlons; an@) the CPU time is
termining the analytical solution for one-dimensional heat co$hort due to the explicit solutions. Mondé3] shows that his
duction using the Laplace transformation and demonstrated tifagthod is superior to the Imber and Khei0], and Shoji[12]
the surface temperature or the surface heat flux could be calfigth0ds in some respects of estimate accuracy, predictive time in

lated accurately. It may be worth mentioning finally that Mond%’ ich the inverse solutions become available and robust against a

. isturbance included in the temperature change. However, math-
and Mitsutake[15] proposed a new method based on these E&matical manipulation in his method is slightly complicated com-

plicit solutions, which made it possible to measure thermal diff 5ared with their methods and then the software also becomes

sivity and thermal conductivity more accurately and easier thal Bmplicated.

direct solution. , The objective of this paper is not only to expand Monde’s
We briefly review the analytical method8—14 for the IHCP ehod in rectangular coordinates to cylindrical and spherical co-

?Singf the Iaapl]a\(:tg transform, V(\i/hli)Ch reachgdltlhel g,tames Laplagiinates but also to propose a new idea in order to alleviate the
ransformed solutions expressed by E@.and(11), later. Spar- difficulty associated with the estimation of the surface condition

row [.[9] and Imber and Khapl0] expan he hyperboli . - . )
ow et al [9]a d ber and .aﬁ 0]e Xpa ded the hyperbolic upon rapid changes. It is found that this method can be applied to
function in a series of exponential function of the Laplace paran, L R .
e case where an initial temperature distribution in a body exists,
) . o whereas in the previous work43,14], an influence of the initial
Contributed by the Heat Transfer Division for publication in th®URNAL OF t t distributi the i uti had not b di

HEAT TRANSFER Manuscript received by the Heat Transfer Division October 21l€mperature distrioution on the inverse solution had not been dis-
2001; revision received October 25, 2002. Associate Editor: G. S. Dulikravich. cussed yet.
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2 Analysis of One-Dimensional Heat Conduction For k=0 andq(§) ==,-,0.£" approximating the heat genera-

Figures 1(a)nd(b) show two poaints in different coordinates intlon,(:;;we |r1|t|al temperature distribution can be determined from
which the temperatures are measured. The one-dimensional te(3) as:
conduction equation with constant physical properties and no in-

ternal heat generation in a solid can be written in non-dimensional  g,(¢)= f f q(é)dé=ap+a &+ z A
form as: ¢ =6 (n+2)!

§n+2 (4_1)

a6 1 (a9 a6 and for a special case of constant heat generation
Ezg 0—§§"a—§ 0<§<1 (1)
) ) Oo(£)=ap+asé+(qof2) € (4-2)
wherex=0 corresponds to rectangular coordinates,1 to cylin- ) )
drical, andx=2 to spherical coordinates. For an initial conditior¥vhere two constants, anda, can be determined from a given

of 6=6,(£), Laplace transformation of Eql) becomes: steady boundary condition. . .
_ It is necessary to mention that without the heat generation, the
1d ( d

. _Pa——u 9 initial temperature Qis'gribqtion becomes either constant or linear.
EdE\ S dE pT6=—"0o (2)  For the constant distribution, one can =0 without loss of
_ generality and then we will consider the case for the constant heat
whered is temperature in Laplace transformed form gié=s, s generation, for simplest one, which may be encountered in engi-
is Laplace’s parameter. neering applications.
The general solution of Eq2) with initial temperature distri-

2.1 Initial Temperature Distribution and General Solu- Pution, 6o(é), for k=0 can be easily given as:
tion. The temperature in a solid is considered constant where . 1 q
d60ldr=0, before a transient heat conduction starts. Therefore, the 0(&,5)=Ae PE+BePi+ = gy(£)+ _g (5)
initial temperature distribution in a solid with heat generatipn S S
can be given for the three different coordinates by the followi

n\glhereA, B are constants of integration to be determined using the

equation: boundary conditions.
i(igxa_e) =q(&) 3) 2.2 Solution for Finite Body. In the case of IHCP for a
&\ 9" 0¢ finite plane, two known temperatures in the plate are necessary at
least to close Eq(2). Therefore, let the two temperatures at two
different points ofé= ¢, £,(£,<¢&,) be as:
0&r,9)=To(s), n=12 (6)
measuring Substitution of Eq(6) in Eq. (5) gives
points
T (s)= AePé by Qo _
f.(s)=Ae Pén+BeP n+§00(§n)+ 2 n=1,2 (7
4 After determining the constant#y and B in Eq. (7), and then
2 substituting the values oA and B into Eq. (5), we obtain the
temperature distribution in the body as follows:
e OSIRP(E— O}~ Fa(S)sinp(£1—¢))
....... sseeiessssssecses NN E ! Sinh{p(fz_fl)}
~ (Bo(&1)/s+ do/s?)sink{p(&,— &)}
&=1 sinh{p(&;— 1)}
(@ .
(Oo(£2)Is+do/s?)sinh{p(&,- &)} 1
+ - +=6p(&)+ =
S p(Z,— £0)] 5 Pol&) 2
(8
and the surface temperature can be easily obtained by setting
£=0 as:
— _ fu(s)sinh{p(&) — fo(S)sinpéy)
Ou(8)=

sinh{p(&;—&1)}
_ (o(£1)/s+0g/s?)sinh(péy)
sinh{p(&,—&,)}

(80(£2)/s+0g/s?)sinh(pé,)
sinh{p(&,—é1)}

whereF(Aq,Bg,s) is a function related only to the initial tem-
perature distributions and independent of tdecoordinate,

+F(Ap,Bg,s) (9)

Fig. 1 (a) Sketch illustrating two measuring points for rectan- namely, constant values for the fixed pointséefand £, except
gular coordinates; and  (b) Sketch illustrating two measuring for functions of the parametes,

points for cylindrical and spherical coordinates Likewise, the solution for the heat flux can also be obtained as:
214 / Vol. 125, APRIL 2003 Transactions of the ASME
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f1(s)cosHp(&,— &)} — fo(s)cosHp(é;— €)}
sinh{p(&,—¢&1)}

(0o(£1)/s+0g/s?)cosHp(£,— €)}
sinh{p(é,—&1)}

(6o(&2)/s+qo/s*)cosHp(£:— )} 1 dbo(§)

Sinh{p(&,— &)} s dé
(10)

D(£,5)=p

Where,CI_D(g,s) = —E(g,s)/ag
The surface heat flux becomesé&it0,
3. (s) - Plas)cosHipEa) —pa(s)costipt)
v sin{p(&;—&1)}
_ (8o(£2)/s+0o/s?)p costipé,)
sinh{p(&,—¢&1)}

(6o(&2)/s+0g/s%)p coslpé,)
sinh{p(&,—&1)}

+G(Cp,Dyg,9)

(11)

where G(Cy,Dg,s) is also a function related only to the initial
temperature distributions and independent of ¢heoordinate,
namely constant values for the fixed pointsefandé, except for

pand Eqgs(9) and (11), hyperbolic function in a series arousd
=0, and then perform inverse Laplace transformation to obtain
the approximate solutior[4.3].

2.4 Approximate Equation of Inverse Problem Solution in
Rectangular Coordinates With Constant Heat Generation.
The approximate equations for surface temperature and heat flux
can be obtained by performing an inverse Laplace transformation
of Egs.(9) and(11) as:

N .

Ou(T)= >, Cjadr— 75T ]EH
i=—1
: j
= 2 Cialr AT S 1]+ Wa9)  (14)
=1
. j
®o(1)= 2 Djad 7= )| 5 +1
=1
S j
= 2 Djalr= )T 5+1/+Y(go)  (15)
=1

The details in the derivation ofC; 1, Cj1, Dj1,, and
Dj.; in Egs. (14) and (15) are explained and summarized in
the Appendix. ThenW(q,) and Y(qo) in Egs. (14) and (15)
become W:_QO(Cl,Z_Cl,l)_qO(CO,Zéi_CO,lgg)lz and Y

functions of the parametes, In addition to these, the values of= —Uo(d1 2~ d1 1) —Go(do €5 — do1£5)/2, respectively, and the

(0o(&1)/s+0q0)/s?) and (0o(&,)/s+0o/s?) in Egs.(9) and (11)
are also constant and have the same characteristieg2asBg,s)
andG(Cy,Dyg,s).

2.3 Approximate Equation for Temperatures at a Measur-
ing Point.

constants oty 1, Cp,, €15 andcy,, anddgq, dg,, dy; andd,

are also listed in the Appendifsee Table A5). When we set,

=0, all coefficients inW(qy) and Y(qo) become 0. Then, Egs.
(14) and (15) become the approximate ones for the initial tem-
perature distributiordy being constantor 0). In other words, the
approximate equations for the initial temperature with linear tem-

In order to perform inverse Laplace transformation operature distribution are the same as those with constant tempera-

Egs. (9) and (11), we first have to give the known functions,ture distribution.

f,(s), n=1,2 included inf,,(s) andd,,(s) explicitly. In addition,
fa(s), n=1,2 is the Laplace transformed functionfof 7) which

is already determined so as to approximate the measured temp

tures at points oE=¢;, &,(£,<&,).

Any function f,(7) is available in approximating the tempera-
ture change. Therefore, Mon@#3] tried some different kinds of
functions and recommended half polynomial series of time with
time lag, as given by Eq12), since it gives the best estimation,

It should be noted that in any finite plane, a steady state tem-
perature distribution exists as the initial one, whereas in the semi-

inite body, any temperature distribution except for a constant
emperature never exist. Therefore, it is not necessary to consider
any initial temperature distribution except for the constant.

2.5 Solution Procedure in Cylindrical and Spherical Coor-
dinates. How to obtain the inverse solutions in cylindrical and
spherical coordinates are explained here briefly, since they are

among them identical to the method for the rectangular case.
ST consiant heat generation af-cy an be expressedin cyindrical
ol )= k=0 m(T_ ™) n=12 (12) and spherical goordinatesqas(::10 P Y
where coefficientd, , can be determined by using, for example, 6o(§)=agtayIn&+qo/4 (16)
the least mean square method from the measured temperature and Oo(£) =g+ ay /£+qol6 (17)

N gives the number of terms of the polynomial series. This time
lag 7% can be determined from erfg(2,7,,) =min(¢). The reason It may be necessary to mention that the two constaptainda,
why polynomial series of time is recommended is that a gene@']e determined from a given initial boundary condition and one
solution for one dimensional heat conduction is provided in tHedn seta;=0 due to the symmetric condition, provided that the
functional form of 9= f(&/ 7). point of é=0 is included in the solid.

The Laplace transformed form of E(L.2) is easily obtained as: ~ The inverse solutions of surface temperature and heat flux on
cylindrical coordinate can be finally expressed as,

Bu=T1()K1 AS) — Fo(S)K.1(S) — (Bl £1)/5+ o /S?)K 1 AS)
+(00(&)/s+ 0o /s?) Ky 4(S)+(ag+ay)/s+g/s?  (18)

N

fo(s)=e 5 >, by /s 2D n=1.2 (13)
k=0

After substituting Eq(13) into Egs.(9) and (11), one performs — — —
inverse Laplace transformation to give the surface temperaturéPu=f1(S)Kz2(S) — f2(S)K1(S) — (Bo(£1)/5+ 0o /5?) K5 A S)
and heat flux. However, even if one performs this inverse trans- 2
formation exactly, we can only know the estimated solution of +(00(&2)/s+ 0o /57)Kz,i(S) — (a1 +do/2)/s (19)
surface temperature and heat flux for 7.;,, because the solu- whereK ((s), K1 As), K, 1(s), K, 4s) are called “the kernels”
tion always diverges as—0 [1]. of Egs.(18) and (19) (See the Appendix and Table A2

Therefore, in order to follow another way rather than direct For spherical coordinate, likewise, the surface temperature and
inverse Laplace transformation of EqS) and(11), we first ex- heat flux are also expressed as:

Journal of Heat Transfer APRIL 2003, Vol. 125 / 215
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Bu=T1(8)K1 )~ T2(8)K14(S) ~ (ol £1)/5+ Aot /S))K 1 AS) e
+(Bo(£2)/5+ Aot /5*)Ky,4(S) + (ag+ a1+ Qo/6)/S+ 0o /5
(20)

N=5 1

_ _ — 1+
@, = f1(5)KpAS) — F2(S)K21(S) = (Bo(£1)/5+ Goé1 /S7)K o S) =
+(0o(£2)/5+ Aotz /SP) K (8) + (3~ Aol3) /s @)

whereKy 1(s), K1AS), Kz1(s), Kz s) are the kernel§See the 0.9+

Appendix and Table AB N=3

measuring point

It is worth mentioning, finally, that these inverse solution can be £,=0.05
applied for cylindrical and spherical shells. y
08 L 1 L | L 1 L | L
2.6 Approximate Inverse Solution for Cylindrical and 0 0.1 0.2 0.3 0.4 0.5
Spherical Coordinates. The approximate equations for the sur- 7[-]
face temperature and the heat flux are obtained by performing the ) ]
inverse transformation on Eq&l8) and (19) for cylindrical coor-  Fig- 2 Approximate solution, Eq. ~ (12) for temperature change

dinate and Eqs(20) and (21) for spherical coordinates, resulting® @ Point (heavy solid line: exact solution,  o: data with

into the same form of Eqg14) and (15). Each coefficient of uncertainties )

Ci12, Cj 21, Dj 12, andD; 1, andW(qp) andY(qo) depends on

the coordinates and is listed for the rectangular, cylindrical and

spherical coordinates in the Appendix and Tables Al to A3 amgfecision of the measured values, the level of the data accuracy

Ab, respectively. becomes important. Generally speaking, the measured tempera-
As for the effect of the initial temperature, lgy=0, then all ture includes some uncertainty. Therefore, the simulated tempera-

coefficients ofW(qe) and Y(q,) become 0. In other words, ature calculated from the exact solution can be expressed as:

linear initial temperature distribution without the internal heat

generation, has no influence on the inverse solution which esti- 0(&n,7)= Oexacl €0, 7)(1+0.0058), n=1,2 (26)
mates the surface temperature and the heat flux from the tempera-
ture measured at two points. It is worth mentioning finally that the
inverse solutions for constant initial and linear temperature distifable 1 Boundary condition and dimensionless parameters
butions become identical. (for all case, finite body )
2.7 Approximate S._o_lut_io_n for Se_mi-lnf_inite Bc_>dy. Gen- _ Boundary condition
eral solution for a semi-infinite body is easily obtained by setting Case (0<% Parameters
A=0, a;=(y=0 in Eqg.(5), since there is no initial temperature
distribution at steady state. The finite and semi-infinite plates are #(r)=1: =0
different with regard to the number of unknown variables, the 1 0=TIT,
former has two and the latter has one. Therefore, one measuring a(n=0: ¢&=1
point is enough for the semi-infinite plate. Now, when the tem- (1st type B.C.) B&=qL/\T,
perature distribution is given by, for example, Efj2) at £é=¢;, 9=0: 7=0
one can determine the representative function of the unknown
constantB. The equations for surface temperature and heat flux
can be given as follows: o(n)=r. =0
L N N 2 0=TIT,
C+loo
O ()= —— S(r—73) aPéy (ki2+1) (9=0: £&=1
(=52 L,im e e Zo bea/STETAS (22) (g ype B.C) B=qLAT
6=0: =0
_ 1 Cct+ioe N N
@W(r):—.j e pePs > by /s Dds (23)
27 Jolin k=0 O(D=1: £=0
We first expand the integraref®: in a series around=0, and 3 _ 6=TA/qoL
then we perform inverse Laplace transformation to give the sur- n)=0: =1
face temperature and heat flux as: (2nd type B.C.) ®=0a/qo
N 6=0: =0
Ou(T)= >, Uj(7— T;)J'Z/F(JEH (24)
=1
0 .
N : 4 —=Bi(6—6.(7)): £=0
Dy ()= D, V(7= 7)IAT J§+1) (25) 6=TIT,
=t ’ (3rd type B.C.) o P=qL/\To
A semi-infinite body can also be considered in cylindrical and  (6.(7)=1) (9_§=0- &=1
spherical coordinates, but the discussion of these cases would be 9=0: =0
made in a future work.
. - . 5 on=1: £=0
3 Procedure to Determine Coefficients in Eq(12) o="TIT,
The coefficientsby ,,, in Eq. (12) can be determined from the (st type B.C. A(1)=0: ¢=1 ®=qL/\T,
measured temperature, for example, by the least mean square with I.C.) 0=¢% 1=0

method. The coefficients are subject to round off of the data aad
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Ll 1

Initial condition I
ew,exact=1'0 0.8+
N=§ N=7 6=0 I o~ |
N 50.6 -
O - < |
5 O
® 04 8, ©)/6p .
measuring point D measuring point -
£=0.05 02 £,=0.05
£,=0.10 . £,=0.10
0.9 Bi=1.0 1
L 1 5 L " 1 L 1 " " | I
001 02 03 04 05 % 1 >
7[-] 7[-]
(a {0
05— 1.1 . . . .
0 4-_ P _- P =1.0 Initial condition
* w,exact w,exactT ¢
L N=7 4 N=8 N=7 =& 1
T 03f N=6 4 = / /
= - N=5§ \ B (= 1 S p— -
~ — Vs
< 0.2F 1 Z ¥
0.1 _ g;f:il(])r;ng point _' L Ne6 N=5 giﬁ%gmg point
i £=0.10 | £=0.10
O ) | . 1 1 1 \ 1 ) 0.9 . 1 L I L ] . I .
0 0.1 0.2 0.3 0.4 0.5 0 0.1 0.2 0.3 0.4 0.5
T[] T[]
(b) @

Fig. 3 (a) Estimated surface temperature Case 1; (b) Estimated surface temperature Case 2; (c) Estimated surface
temperature Case 4; and (d) Estimated surface temperature Case 5.

where 6q,.(&,,7) IS the exact solution for the corresponding 4) Perform inverse Laplace transformation, and calculate ex-
boundary conditions, anglis a random value whose average is 0 plicitly the surface temperature and heat flux using E4)

and standard deviation is unity. It should be noted that tempera- and(15), (18) and(19), (20) and(21).

ture measured by thermocouples is generally expected to be accu-

rate to only 2 or 3 significant digits and corresponds to standard®-2 _Representat!ve Problems and Inverse Solu_ti_on.The
deviation,c=0.001 for the values Ofad(én ;7). approximating solutions for several boundary conditions are re-

Another method is to truncate at the second decimal plad¥riéd by Mondd13]and Monde et al14]. We investigated five

; ; - T€] tative combinations of initial temperature distributions
commonly used to employ Eq26) by superimposing a certain "Pr€sen I} . . .
disturbance on the exact solution. However, the solution obtain@ﬂ?I gogr_\dary cond|t|oréslis listed in Table 1, which were not
by Eq.(26) is worse than the truncation approdd8]. included in our paperl3,14]. .
Figure 2 shows the temperature response measuréd@o5 . Figures 3(a)to (d) show comparisons between _the exact solu-
and the approximate curves given by E2). From Fig. 2, the tion of surface temperatures and the corresponding estimated so-

: C : ; lutions for the cases 1, 2, 4, and 5. The solutions for the test Case
approximate solution is improved with an increaseNinbut be- P e .
comes saturated aroumti=5~7 beyond which improvement is 3 that corresponds to the heat flux boundary conditions at both

L : . =0 andé=1 are shown in Fig. @). The estimate for the bound-
gzg&a&;ﬂhge&gi ;hgtor;%i;.of the approximate equation can g?y heat flux in the test Case 4 is represented in Filg).4The

number ofN in Figs. 3(a)to (d) and Figs. 4(ato (b) means the
. . order of the approximate equation and the values0find ¢,
4 Inverse Solution and Representative Problems corresponding to the position of the measuring point in the solid.
The temperatures at each measuring point were obtained by using
Eq. (26). Figures 3 and 4 show that the estimated solutions ap-
proach to the exact solution &sincreases.

4.1 Method for Calculation. The procedure to solve the
inverse problems described previously is

1) Determine each coefficient dfy ,, in Eq. (12) using the
measured temperature &t or &, by the least mean squares  Eygluation of Estimated Value
method.

2) Expand the kernels of solution obtained by performing 5.1 Minimum Predictive Time. It has been mathematically
Laplace transformation aroursd=0 in a series whose coef- shown[1,2]that no inverse solution exists &0 and the solution
ficients are summarized in the Appendix. can converge beyond a limiting time. Therefore, a minimum pre-

3) Calculate coefficients given by multiplying coefficients indictive time is an important factor in evaluating the inverse solu-
Eqg. (12) and the coefficients of the kernel, which are sumtion. One can adopt a minimum predictive timg, in which the
marized in the Appendix. inverse solution achieves a relative difference of Qértor is less
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1.1 i . Table 3 Standard deviation (o) (initial condition; 6=0)

i
N casel case2 case3 case4 caseb
- 3 0.0029 0.0091 0.0050 0.0056 0.0030
— 4 0.0030 0.0093 0.0020 0.0016 0.0032
S 5 0.0031 0.0093 0.0018 0.0012 0.0024
"; ________ 6 0.0029 0.0093 0.0008 0.0007 0.0029
S = > 7 0.0026 0.0094 0.0005 0.0002 0.0025
8 0.0022 0.0094 0.0005 0.0002 0.0013
measuring point
£=0.05 . -
£,=0.10 of 0=0.003 atN=6 beyond which the accuracy of prediction
does not improve. Taking into account the fact that the deviation
2 in the prediction reaches the same level as the deviation of the

approximate equation, we cannot expect more accuracy in this
method. In addition, Table 3 shows that the approximate equation
at orderN=6 gives the most accurate solution.
It can be seen from Figs(&) and(b) that the inverse solutions
for the surface heat flux using=5 to 7 in Eq. (15)also agree
I N=7 ] well with the exact solutions.
0.8 N=6 —

5.3 Effect of Position of Temperature Measurement on Es-
timated Solution. Figure 5 shows the effects of temperature
0.6- / 7] sensor position on the inverse solution for case 3 wkierb. The
N=5 position ofé,=0.5 in Fig. 5 corresponds to the farthest point from
0.4 Prexact ) S the surface in a finite body.
g“';%s‘(‘)fsmg point | According to Fig. 5, the inverse solutions féy=0.05 and 0.1

1=0. . .
£=0.10 | are in good agreement with the exact value, although &pr
i =0.2 and 0.3, both the solutions and the time are not recom-
0 | | | Bi=1.0 | 1 mended because of a large deviation and a delayed time.
: : ‘ ' ; On the other hand, the accuracy of prediction on these condi-
0 0.1 0.2 0.3 0.4 0.5 tions is identical as that fo€;=0.05 andé,=0.1, as shown in
T[] Fig. 3(a)and Table 2, but the minimum predictive time becomes
(b) larger for&;=0.05 andé,=0.1.
Consequently, it is recommended to choose the measuring
Fig. 4 (a) Estimated surface heat flux Case 3; and  (b) Esti- points as c[ose to the sgrfaqe as possible to give a good estima-
mated surface heat flux Case 4. tion. In particular, the poing, is recommended to b& <0.1. On
the other hand, we may recommedg<0.2 for the minimum
prediction time.

. - Incidentally, when the temperature change feré<1 in cylin-
0 A )
tha_n 1/°>betW.e.e” the exact _and _estlmated values. In a real ap%\'ical and spherical coordinates is treated with, the boundary con-
cation, the minimum predictive time may correspond to the t'm&t'on at£=0 always becomesd/dé=0. Therefore, the number of

in which sensor takes a temperature larger than the uncertaintyn%) asuring points included in Eq4.8) and(19), and Eqs(20) and
temperature in @ measuring equipment. Table 2 shows the mlFé'l) are reduced to one. Consequently, these inverse solutions

mum predictive time for every case versus the valuéoft is b :
C o . h ecome simpler than Eq§18) and (19), and also Eq920) and
found from Table 2 that the minimum predictive time is hard:%gl), but WOESS estimat?o%s>are o(bta)ined. The reggon )is that the

@y (9[-}

0.2

affected by the value dfl except for cases 3 and 4. In cases 3 an oint of £&=0 is the furthest from the other surface, even though

4, a value ofN larger than 5 does little to influence the minimunt, boundary condition a#6/aé=0 is exact az=0. Therefore, it
predictive time. is important as shown in Fig. 5 to choose the measuring points as

52 Accuracy of the Estimation for Surface Temperature close to the surface as possible in getting better estimations.

and Heat Flux. In order to evaluate the accuracy of the inverse
solution, we introduce standard deviation as:

11 T T T T T
1 2 !
o= \/— f ( Hw,exac{ T)— ew,cal( T))sz (27) ! N=5, £=0.5
(12— 71) m |
F!
where 7, is defined as 90% of the final time of the experimental — ',
data measurement. Table 3 shows a minimum standard deviation— i
® 1H
|
g |
Table 2 Minimum initial time  (7,) estimated for error of 0.01 !
for £,=0.05, £,=0.10 (initial condition; ~ #=0) §
N casel case2 case3 case4 caseb h
3 0.0050 0.0057 0.0233 0.0093 0.0050 0.9 ! .
4 0.0050 0.0057 0.0317 0.0067 0.0050 0 0.4 0.5
5 0.0050 0.0056 0.0189 0.0074 0.0050
6 0.0050 0.0047 0.0093 0.0051 0.0050
7 0.0050 0.0076 0.0059 0.0050 0.0050
8 0.0051 0.0057 0.0056 0.0050 0.0051 Fig.5 Effect of measuring point on accuracy of solution (Case
3, Heat flux)
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Fig. 6 Effect of data uncertainty on accuracy of solution ‘L’[-]
(Case 1)
Fig. 7 Comparison between the present, MEM and CGM  [17]
methods for rectangular change
5.4 Effect of Data Uncertainties. Figure 6 shows, for ex-
ample, the effects of the data uncertainties on the inverse solution

for case 1 wheiN=>5 and the levels of the uncertainties are ten- This method is applied to two surface conditions without heat

tatively chosen at 1%, 5%, and 10%. The increase in the UnCeEneration in the rectangular coordinates as an example: the sur-
tainties makes the inverse solution worse, but the surface tempgtass heat flux changes in triangular and rectangular shapes as

ture estimated using the uncertainty of 10% is still in googi,an by the following equation:
agreement with the given condition. It may imply that the uncer~ £, e rectangular change

tainty included in the data is smoothed during the process where

the coefficients in the approximate equation, EtR) are deter- d,=0 0<7<0.09, 0.11<<0.25

mined using the data with 10% uncertainty by the least mean (28)
square method. Table 4 lists standard deviation and minimum pre- ®y=1 009<r<0.11
dicted time for the different uncertainties of 1, 5, and 10%.  For the triangular change

5.5 Order of Approximate Equation of Eq. (12) and Its ®,=0 0<r<0.05, 0.21<<0.25
Improvement. It can be observed in Tables 2 and 3 that im- ®.=12.5—0.625 0.05<%<0.13 (29)
provement in the accuracy of prediction and reduction in the mini- W ' ' ' '
mum predictive time are not expected even though one increases ®,,=—-12.5r+2.625 0.13<w<0.21

t:% r;trjrgtl)se rré)élgr:]nmiﬂa((gle)e.ls(ZtﬁgsCer(iqtlijczr:t\llyélszievalue of eithisr Figures 7 and 8 show the estimated surface heat flux obtained
When the surface condition sharply changes such as the surf Xeth's inverse solution with the sectional an(_:i the whole times.
F a comparison, the surface heat fluxes estimated by a numeri-

temperature and heat flux have either a maximum or minimu . :
value and the first derivative with respect to time becomes disco‘f‘ﬁI method 17] using maximum entropy methdMEM) and con-

tinuous, the inverse solutions make the estimate of the surdegate gradient methoCGM) are also shoyvn in Figs. 7 an(_j 8. It
temperature and heat flux to degragee Refs[13], [14]). The IS fo_und that the heat flux can be predicted W_eII by using _the
reason comes from the failure in approximating the temperaﬂﬁgcttr']or:jalhmethOd.ta.nd t_h_e MtliM' Thte_ formerh |n\t/efr|se s?llutlon
change by Eq(12). Therefore, the present method can predict tHBE 0 t?]S r’\nAeErllw mh glvm?h edqon 'Q“Of tﬁa ux.tc ?r;g.e,
surface conditions well only for the case in which the surfacgnereas the MM shows them discrete. another merit of this
ihyerse solution is a better understanding of the whole trend in the
ggéface heat flux change. In addition, this solution requires very

temperature change. small CPU time due to the explicit solution.

Either improvement in Eq(12) approximating the temperature
change or other method is required to alleviate this difficulty. We
propose a new idea in which the abrupt change with time is split 1.2 ———t
in partitions instead of over the whole time domain and @8) is [
similarly used to approximate the temperature change in each sec- 1 :—f’_‘e.sf’&j‘,iﬁf,?,, time division
tional time of{ 7;, 7;, 1] by which the accuracy of the approxima- [ —— With time division
tion can be achieved. The coefficients®f,,, C;,;, D;1, and 0.8F wim et a1
Dj .1 in Egs. (14) and (15) for the rectangular coordinates, for [ --®—-MEM (0=0.0001)
example, are determined for each time interval by the same pro- 15
cedure as described previously. The inverse solutions for the sec- \;O 4

LIS (L S B S B B S S B S B S G O

’

tional time are connected to cover the whole time. QS
0.2 ]
Table 4 Standard deviation (o) and minimum initial time ~ (7) 0 *
(for the case 1) 1
020 e e L b L
Uncertainty > - 0 005 01 015 02 025
0.005(1%) 0.00168 0.0154 T [']
0.025(5%) 0.00288 0.0158
0.050(10%) 0.00504 0.0162 Fig. 8 Comparison between the present, MEM and CGM  [17]

methods for triangular change
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Chantasiriwar{18] and Taler[19] applied their own methods Subscript
for the IHCP, but they failed in estimating the triangular surface 1
heat flux change, as given by BE@9), with the same accuracy as
the present method.

point of sensor location temperature
cylindrical coordinates

rectangular coordinates

= spherical coordinates

surface

Suv-omwN
[l

6 Conclusions

A one-dimensional IHCP solution is developed for the estima- )
tion of the surface temperature and surface heat flux for thré@pendix
different coordinates using Laplace transformation. How to expand key functions afarounds=0 and to calculate
1) This method is much easier to use than other existing nthese coefficients is briefly explained here. The Laplace trans-
merical techniques such as the MEM and CGM has merit fioermed form obtained after applying the Laplace transform can be

giving the surface condition explicitly, although the softwar@pbreviated inta=f(s)K(s) in which one may call the function
for the calculation is more complicated than that for th&(s) kernel. The inverse Laplace transformation of this Laplace

numerical ones. _ transformed function is defined as:
2) The solution requires very small CPU time due to the ex- .

plicit solution. o(7) = 1 (e sTois)d AL
3) The surface temperature and heat flux can be easily esti- (1= 27 J o iw evo(s)ds (A1)

mated with a high accuracy even in the cases when the ) ] )
surface condition changes rapidly. In the present analysis, we first expand the functi&i(s)
4) This method is also applicable in cases where an initial terBfounds=0 in a series, and then obtain the inverse solution by

perature distribution exists. A linear temperature distributiofXecuting complex integration. The Laplace transformed functions
gives the same inverse solution as the constant one. of the surface temperature and heat flux can be expressed using

different types of the kerndk(s) depending on the coordinates
and system. These concrete forms of the kernel are given in Tables
Al, A2, A3, and A4.
a = thermal diffusivity[m?/s] The inverse solutions in Laplace transformed form for the sur-
ag, a; = coefficient of initial temperature distribution ~ face temperature and heat flux are summarized into the following
f1(7), fo(7) = function of nondimensional temperature at a equations for three different coordinates, respectively.
point of £, £, »
L = characteristic lengthm] (@) For Finite Body
min(#) = minimum of significant number or minimum
division of measuring equipment

Nomenclature

Surface temperature.

N = (\1/§gree of approximate polynomial ;Zf_l(S)Kl,z(S) ff_z(s)Klyl(s)f(ao(gl)/s+A1/sz)K1'2(s)
p=s
= heat flux[W/m?] +(0o(&2)/s+ Ay /5% K 4(S)+F(S) (A2)

q
q(é) = intensity of the volumetric heat source

Surface Heat Flux.
(:En:OQngn) [W/ma]

o = uniforsm heat generation per unit volume azfil(s)szz(s) —fiz(s)szl(s)—(00(§1)/3+A1/32)K2’2(s)
[W/m?]
R = characteristic length in the cylindrical and +(0o(&2)/5+ Ay 15°) K5 1(S) +G(S) (A3)
spherical coordlnat&n]z where functions of(s) and G(s) are related to the initial tem-
S = Laplace parameter<p®) perature distribution and the constants/of and A,, and F(s)
T = temperaturgK] andG(s) are summarized for the three coordinates into Table A5.
T, = characteristic temperatuf&]
t = time[s] (b) For Semi-Infinite Body

X = Xx-coordinate distancam]

W,, W,, W, = influence functions of initial temperature for Surface Temperature.

rectangular, cylindrical and spherical coordi- _=f_l(s)K3(s) (A4)
nates
Y, Y¢, Ys = influence functions of initial temperature for Surface Heat Flux.
rectangular, cylindrical and spherical coordi- — —
nates D=1,(s)K4(s) (AS)

e = random number varying from-1 to 1
® = dimensionless heat flux
® = Laplace transformed value df obtained by
Laplace Transformation
I'(n) = Gamma function
N = thermal conductivity

Table A1 Kernel K(s) for finite body in rectangular coordi-
nates, these coefficients in its series and commonly used
terms in its series

Surface temperature Surface heat flux

6 = dimensionless temperatur&/(T ) (K1.(5)) (Kon(S))
6 = Laplace transformed value of ' '
6, = initial temperaturg(distribution) sinh(pé&,) p coshpé,)
T = git;r';(z?sionless timéFourier number=at/t, KernelK(s) Sinhp(&— &)} Sinhp(&— &)}
74 = minimum predictive time Coefficients X, n= _1 2i+1 Yi,n:(zlr)'r &2
7% = dimensionless time lag @i+t ‘ '
(erfc(& 12/7F) = min(6)) e (&8 1)
& = dimensionless length={x/L,r/R,&;<&,) Common terms %=&~&, 6= @i+
o = standard deviation
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Table A2 Kernel K(s) for finite body in cylindrical coordinates, these coefficients in its series

and commonly used terms in its series

Surface temperaturek( (s))

Surface heat fluxi, (s))

Kernel K(s)** Zy(&.9
Zy(9)

xi,n:2 {=In

Coefficient$? 120

+di(&a -

i
Common terms’

i=

g.z% biéb; (&) +

Zy(£,,9)
AT )
(&)ab_ (&) Yin= 72 {~In(&)eb;_ (&)
-
| j n)} +d(§n | j n)}
go=In(&, /&),
d (&b (&)~ d(&b_ (&)

In(&./£) (=1)

*1:Z,, Z, andZ,, are given as:

Z4(&n,8) =In(1/6n)1 o(P)lo(P&n) + X(P&n)Lo(P) = X(P)lo(PEn)

Zy(&n,8)=In(LER)11(P)1 o(P&n) +X(PEn)11(P) —{X" (P) —10(P) Ho(Pén)

Z15(8) = In(&1 /€)1 o(PED 1 o(PE2) + X (PE)o(PED) — X (PE€D) 1 o(PE2)

where

N 98 NS N @
|o(P§n)*i:20Wj!)2, |o(P)*jZO?(]T)z| |1(P)*j:17W

X(pén)= ETWE_ X(p)= ETJWE

where,l4 andl; are modified Bessel functions of the first kind.

*2The coefficients ofyj throughf; are summarized as:

a.

j
1
=@y, fi=a[2i Y, —-1
mam

i
m=1

X(p)= E (2'? >

i i
1 . 1 1 1
i =202 bj(é,)= 217 &3, ¢=q mEZIEI di(&)=bj(&) ;a

Table A3 Kernel K(s) for finite body in spherical coordinates, these coefficients in its series

and commonly used terms in its series

Surface temperaturek( ,(s))

Surface heat fluxk, (s))

sinh{p(§,—1)}

p cosHp(&,— 1)} +sinh{p(&,—1)}

KernelK(s —_— -
© STHP(E £ STHP(E &)
- 1 ’ 1
Coefficients = (g —1)AtL 2y 2i+1
%=y 6D Yin= (2,), (&= D™ Gy (6D
(L&)
Common terms B=& &, 9= 2T (i=1)
(1) How to Expand the Kernel for a Finite Body. Expan- *
sions of the kemneK; ,(s), Kyq(s)(n=1,2) in Egs. (A2) and Kl’n(s)zz C,—,nsj n=1,2 (A6)
(A3) arounds=0 in a series are equally given for any coordinate j=0
as:
Kon(s)= ZO dos n=1.2 (A7)
Table A4 Kernel K(s) for semi-infinite body in rectangular co- =
ordinate and its coefficients in its series Let the coefficients; , andd; , be:
Surface temperature Surface heat flux
(Ky(s)) (Kx(s)) Cjn=— 2 X oh n=1,2 (A8)
Kernel K(s) ePer perts " Goi=
! & ) &
Coefficients T T
b " j,n:g_lz Yinhj-i n=12 (A9)
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Table A5 Summary of functions and
heat generation

constants related to initial temperature with constant

Rectangular coordinates Cylindrical coordinates Spherical coordinates

Ay do o Joé1
A, Yo Yo Joé>
F(s) ag/s+0g/s? (ap+qol4)/s+ 0, /s (ag+ay+qo/6)/s+0qy/s?
G(s) —a,/s —(a;+qel2)/s (a;—qo/3)/s
_QO(CI.Z_ZCl,l) 5 —QO(Cl,g— C1) X _QO(CI.Zg%_ Cl.lf%)
—(90/2)(Co 261~ Co.1€3) —(do/4)(Co €1~ Co1é5—1) —(90/6)(Co 261~ Coaé3—1)
Y —o(d1,—dy, —(o(d1p—dy —o(d1 61— d116p

—(00/2) (do €5 — o 1£3) — (o) (do 25— do 185+ 2) —(010/6) (do €5~ do 1£5+2)

The coefficients ot; ; andd; ; are defined in the Appendik) and the constants afy, a; andq are given as initial condition.

where the coefficients; , andy; , are defined in Tables A1, A2, As for the inverse solutions diV(q,) and Y(q,), these are
and A3 for the three coordinates and the valub;dt also defined easily obtained by following the same procedure and are summa-
by using functions ofy; , which are listed in Tables A1, A2, andrized in Table A5.

A3 (2) Expansion of the Kernel for Semi-Infinite Body. Ex-

ho=1 pansions of the kerndd;(s), K,(s) in Egs.(A4)and(A5) around
s=0 in a series are given as:

hi=-9; -
- g.4q? K, (s)= s Al15
hy=—g.+0} (AL0) (9= 2, uis (A15)

ha=—0s+29:0,— 03 o

— i

hy=—0s+(20:05+03) — 3070, + 0 Ka(s)=2, ;s (A16)

hs=—0s+2(019a+920s) ~3(910s+0:05) +49i0,— 07 whereu; andv; are given in Table A4
_ We can express the surface temperatayés) and heat flux _We can express the surface temperatii¢s) and heat flux

®,(s) using these coefficients in the Laplace transformed fOrgsw-(s) using these coefficients in the Laplace transformed form
as: )

% N
N o N S — % b ) . U.
— bj, « bi, , 6,=e" 51 L usl=e 51 L (A17
0,=e 3712) . 2I+1.§‘6 ¢ zsj_e STz» 3 2'+12) Cj’lsj w ;) g 2+1j20 j jzl g2+l ( )
i= j= i= j=
N o N where
=e =i Y et X ph (A11) u
j==1S 1S U_1=E P alk+1, Nk=N
k=0
where ; (A18)
N
Nk
U= biiiUc, j=0,Nk=N-—j
C—1,|m:|;)b2k+1,|ck+1,mv Nk=Int{(N—1)/2} . kgo K
I 1,2 2,1 and
ym=12 or 2,
” (A12) - . N bis N R N v,
, . D, =€ Y, gnmE visi=e 1 > gz (AL9)
Cj,lm:kzo bosjiCm, J=O0,Nk=Int{(N—j)/2} i=0 =0 j=-1
B where
I,m=12 or 2,1 NK
and v,1=2 bwk, Nk=N
N N k=0 (A20)
el S DS D2 (a S
v et 197 VjZE Pirjr1wk, =0, Nk=N—-j—1
k=0
h . . .
where The inverse solutions of Eq&4) and (25) can be derived by the
Nk above-described procedure.
D ym= 2 bz, s sme NK=IE(N=1)/2}
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Shape Identification by Inverse
Heat Transfer Method

Chin-Hsiang Cheng

e-mail: cheng@ttu.edu.tw The aim of this study is to investigate the performance of the inverse heat transfer method
. . in application to the shape identification problem. The approach is constructed by com-
Mei-Hsia Chang bining the curvilinear grid generation scheme, the direct problem solver, the conjugate
gradient optimization method, and the redistribution method. A number of practical cases
Department of Mechanical Engineering, are considered, in which shape identification for an inner void within a solid body based
Tatung University, on the data of the outer surface temperature of the solid body is performed. These cases
40 Chungshan N. Road, Sec. 3, are divided into five kinds of geometrical configurations. Results show that the profile of
Taipei, Taiwan 10451, the inner void can be identified by using the inverse heat transfer approach, and the
R.0.C. accuracy of the shape identification is dependent on the uncertainty of the outer surface

temperature data, the Biot number, size of the inner void, and the geometrical configura-
tion as well. [DOI: 10.1115/1.1560152

Keywords: Heat Transfer, Image Processing, Inverse, Numerical Methods, Optimization

Introduction which are applied for identifying the unknown boundary profiles

. . for the steady problems. Huang and TgkE6]| extended the study
hegtu ;';;%Stfg? prz?)sglesr%v:_:_?;)dhe;sad?s, rgz\slzl(g%noergt rgf iEthe Ivr\]/\iiﬁ%ea transient problem of which the task is to identify the irregular

probien prog . PIaly, boundary configurations based on the external temperature mea-

the help of a combination of the advent of high technologies, new

. X . ... -surements. In these two repoftk5,16], a function of particular
mathematical achievements and modern computational faC|I|t|?osrm is assumed in advance to define the unknown boundary pro-

Itis known that the space program, starting from about 1956, 934 and hence the boundary configuration to predict may be es-

B?SSIlgsw?gﬁTqu;p%L:}se tgft?ﬁesgidr:ﬁ;togégzrgvj erZﬁ nge\?\}itgiﬂggﬁtially restricted by the assumed function form. Therefore, a
IHTP was reported by Stolel] in 1960. The author calculated felatively complicated boundary configuration, for example, a zig-

heat transfer rates during quenching of bodies of simple finif g boundary, may not be predicted accurately. On the other hand,

shapes. Considering semi-infinite geometries, Mirseppad] eatet);;egggr t:rrgrl)esrgt%raen nggasgrrf% Tn?géls br e%us'{r?d twerthI m]/(;rs:
had used a similar technique both numerically and graphically fi g Y P Y 9 9

. . ethod. The thermal image method has gradually become one of
several years prior to 1960. A Russian paper by Shumgkban H}e useful tools suitable for thermographic nondestructive evalu-

e e o ot 1 teksout o canglon (NDE) 17181t s recive ncreasing atention rom
e IHTP investigators.

The present study is concerned with the development of an
dhﬁ]’P approach which is suitable to the shape identification for the
omplicated boundary configuration. Therefore, the feasibility of
Q‘? inverse heat transfer method presented by Cheng arfd 9Yu

and Lan, Cheng, and WiR0] for the shape identification is in-

tions, such as temperatuf®], heat flux[6,7], internal heat gen-
eration[8], and contact resistan¢®], by utilizing the transient
temperature measurements taken within the objects. One a
tional kind of applications of the IHTP is the determination o
thermal properties such as thermal conductivity and specific h

of the materials. For example, Terrdl®0] estimated temperature . d Th h bi h i id
dependence of the thermal conductivity according to the measuépidated. The approach combines the curvilinear grid genera-

temperature profiles and obtained the solution by using an optintlf-’n' the direct problem solver, the conjugate gradient method, and
zation method. Lif11] developed a similar method that could be€ redistribution method for shape identification problem, as de-
used to simultaneously estimate the thermal conductivity, the hégfiPed in Refs[19,20]. According to results presented in Refs.

capacity, and the heat transfer coefficient on the surface of thie?:20], it has been found that the approach is robust and the

solid slab based on the one-point temperature measurement d4fEct numerical sensitivity analysis applied avoids the complexity
In addition, the inverse problem has been extended to the & ‘mathematical implementation so that the application range can

plications in thermal design. Kennon and Dulikraviite] and P€ extended. In addition, the approach performed direct adjust-
Dulikravich[13] devoted to design the thermal cooling system b ent for theX andY coordlnates_ of |nd|V|dl_JaI surface points, not
determining the size, shape, number, and location of the cooldf the parameters of a prescribed function which must be pre-
fluid passages within the turbine blades. The problem of optimig¢Tibed beforehand to express the unknown shape profile. In this
ing the fin profile in order to satisfy the specific thermal requirgl@nner, the approach is able to deal with any unusual shape pro-
ments is studied by a number of several researchers. For instarit:@S Which are not easily handled by other methods. ,
Sinder and Kraug$14] presented the optimal fin profile for the In thls_study_, a number of practlcal cases_wnh various geometri-
heat remover longitudinal fins, in order that the system may di§&! configurations are studied. The physical model of the test
sipate the highest power at the smallest volume. problems for shape identification is shown in Fig. 1. A solid body
Recently, shape identification problems constitute an importafffth given outer surface profile dissipates heat to the ambient air
kind of IHTP problems. Huang and Ch&b5] addressed the de- at temperaturd , by convection. The heat transfer coefficiéhy
velopment in the numerical schemes, including both tHe" the outer surface of the solid body may be given as a constant

Levenberg-Marquardt and the conjugate gradient algorithnf¥, 2 fun(_:tion ofx. Somewhere wi_thin the _so_lid_ body, there exist an
inner void. The boundary of the inner void is just the inner surface

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF of the solid body. It is assumed that the inner surface is main-

HEAT TRANSFER Manuscript received by the Heat Transfer Division September 4ained at a higher temperatuflg, . However, neither shape nor
2001; revision received November 1, 2002. Associate Editor: G. S. Dulikravich. location of the inner surface is known. Now, the problem is: Is it
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whereT is the solid temperature and is the solution domain.
Note that a two-dimensional steady-state heat conduction equation
is investigated for the test problems. That is, transient behavior of
the temperature field is not taken into account in the present
identified inner surface analysis.

The body-fitted coordinate transformation technique, which

inner void outer surface was originally proposed by Thompson et [#1,22]is applied to
generate the curvilinear grid for computation at each iteration that
solid body accommodates the variation of the shape of the solution domain

during the optimization process. The coordinate transformation
functionsé= ¢(X,Y) andn= 5(X,Y) are obtained numerically by

T e e A e - solving two elliptic-type partial differential equations, as was sug-

| symmetric line gested by Thompson et 421,22]. Using the curvilinear coordi-
- L ™ nate obtained, the heat conduction equation and the boundary con-
) ) ) ) o ditions are then transformed and solved in the computation
Fig. 1 A solid body of which the shape of inner void is to be domain(¢,7). By introducing the following group of dimension-
identified less parameters,

T-T, Bi=h—L

y
T

possible to identify the shape profile and the location of the inner L’

surface simply based on the outer surface temperature measyre- . L .

ments? In other words, the goal of the inverse problem is to pre' transformed steady heat conduction equation is derived from

dict the geometry of the unknown inner surface by using the megd- (1) @s

surable temperature information on the outer surface. Note that 20 — 520 520

the temperature information may be collected simply by using the a—=—2B—+

thermocouples installed on the outer surface of the object. 23 3
Five kinds of geometrical configurations for the test problems — 2 2 -

are considered in this study. The geometrical configurations a/8€re “_(‘9X/‘9’7)_+(‘9Y/‘9’7% ’ '3_2(‘9X/‘9§)(‘9X/‘9’7)

categorized in accordance with the shape profiles for the outer ahi?Y/9€)(dY/dn), — y=(dXI9€)°+(aY/d€)", Ja=(dX/E)

the inner surfaces. These configurations consideredBreuter < (9Y/dn)—(dX/dn)(dY/9¢), andF, andF, are two functions

ellipse-inner ellipse(2) outer ellipse-inner eccentric ellipse3) which are defined to artificially adjust the density of the grids

outer ellipse-inner circle(4) outer circle-inner rectangle, ang) locally. ] - ) )

outer circle-inner circle. The accuracy of the shape identification 1he dimensionless boundary conditions associated with3&q.

is found to be dependent on the configuration, and detailed inf&}écome

mation will be given later. Table 1 gives these five geometrical

configurations considered.

5 J a0
Fie+F—|  (3)

y—=-1Ja
7(97]2

#=1 at =0 (inner surfacg (4a)

0
—=0 até=0 and 1 (symmetric ling (4b)

Shape ldentification Methods 3
Heat Conduction Problem Solver and Numerical Grid Gen- 0
erator. Considering a homogeneous, isotropic solid body, the - m=Bi0 at »=1 (outer surfacg (4c)
heat conduction equation for the temperature solution can be ex-
pressed as whereN represents the dimensionless outward normal coordinate
V2T=0, in Q 1) to the outer surface. In thi_s study, the Biot number on the outer
surface is prescribed by Bil typically and the normal heat flux
on the outer surface is calculated with the normal temperature
gradient as
Table 1 Five kinds of configurations considered
_ 00 —ab
Case Outer profile Inner profile (exact) Geometry EY) 7%_ B (9_§
N ®)
Fﬂ N
1 Ellipse Ellipse ‘ H‘ Ja\/‘?
L-‘L'.—“ However, results at a smaller Biot numk&i=0.1) are also pre-
sented herein to illustrate the effects of the Biot number on the
) o P1H, performance of shape identification.
2 Ellipse Eccentric ellipse 1 Shape profile functions of the identified inner surfa¥g(&)
L andYy(§), are updated during the iterative optimization process.
Based on the updated shape profile functions, a grid that accom-
3 Ellipse Circle @}h modates the var_iation of the shape profile at each iteration is gen-
L erated. Then with the help of Egé3) to (5), the temperature
distribution on the curvilinear computation domain can be solved
Py AN ] on the curvilinear grid.
. hy
4 Circle Rectangle Conjugate Gradient Method. Let X'y and Y (i

=1,2,... N) be thenth iterative values of the identified shape

®/
£y
Ly
functions X4(§) andYy(&) for grid pointi on the inner surface.
5 Circle Circle \ The shape profile of the medium domain represented by the shape
Ls functions on the identified surfacg;(£) and Yy(€) is varied in
order that the objective function, defined by
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[ Data regression for simulated outer surface temperature ]

Setup all the thermal BC,

N N
J=2, (6m—E)? (6)
=1

is minimized, where; is the curve-fitted simulated experimental
temperature data on the outer surface after regressiong;anis
the dimensionless outer surface temperature.

Minimization of the objective functiod is achieved by using (Vi a il gues ot the unknown innerprofie

the conjugate gradient method. The conjugate gradient method
evaluates the gradients of the objective function and sets up a new
conjugate direction for the updated solutions with the help of a

sensitivity analysis. In general, in a finite number of iterations the ((Soiveth heatcanduction squaton )
convergence can be attained by the conjugate gradient scheme
General descriptions and further details of the method are avail-

able in Refs[19 ) 20]. Redistribution

Redistribution Method. The distribution method proposed
by Lan et al.[20] is also employed in this study to facilitate the
convergence of the shape identification process. It is assumed tha
the shape profile of the identified surface should be a smooth and
continuous curve in physical reality. Thus, the ill-ordered grid
patterns, such as twisted or out-of-alignment grids, are not desir-
able. Four major steps are included in the redistribution method:
(1) detection,(2) alignment,(3) segmentation, ant#) redistribu-
tion. Detailed information about the redistribution method can
been found in Ref{20].

Simulated Input Errors.  In this study, simulated experimen-
tal outer surface temperature dat) are collected by adding a
perturbation to the exact values. That is

Ei: 08X+ O'ri (7)

whereé,, is the exact outer surface temperature calculated by the
heat conduction problem solver for the case having a particular
inner void profile of interestr; is a random number evenly dis-  Fig. 2 Flow chart of the process for shape identification
tributed between-1 and 1 and is provided by a random number

generator; andr is a value given to simulate the uncertainty of

experiments. The value ef is assigned to be 0, 0.001 and 0.01 irResylts and Discussion

this report. Note that at=0, the exact outer surface temperature _ . . .
data (9., are used directly for the shape identification. Figure 4 displays the effects of the uncertainty of the simulated

A regression analysis for the simulated experimental outer s@Perimental outer surface temperature data on the shape
face temperature data is first made after they have been collectégntification for case 1 at,=1, H,=04, £,=0.8, andh,
Data regression may be performed with any mathematical tool0-25- The uncertaintyo) is set to be 0, 0.001, and 0.01. Pre-
available. In this study, a commercial software, CurveExpert 1.3¢Nted in the left and the right plots of Fig. 4 are the data of outer
which was released by Daniel Hyams and Microsoft Corporaticitface temperaturef(y) and the shape identified at various un-
in 1993, is used. The data regression yields a curve best fitted ggftainties. In the left plots, the original and the curve-fitted sur-

. fate temperature data are given. The goal of the optimization
the s_urface temperature data. A set of Input d&a €an then be method is to identify the unknown inner surface profile according
obtained based on the function of the fitted curve.

. . . to the outer surface temperature data. The temperature data asso-
Itis noted that the adjustment ftf ; and Y by the conjugate P P

; . o y ciated with the curve identified is the final surface temperature
gradient method is sensitive to the perturbation added to the exact

values. Direct introduction of the original simulated experimental

outer surface temperature data may lead to excessive grid skew-

ness and ill-ordered grid patterns on the inner surface. In that case. ~ 0.8

the identified shape profile cannot be a smooth and continuous

curve as expected. This can be treated as a limitation of the

present methodology. 0.6
The flow chart regarding the iterative optimization process in

search of the shape profile is shown in Fig. 2. In the present study,

the convergence criterion is satisfied as the objective function > ¢4

reaches a minimization in the iterating process.

(Calculate conjugate gradient ooeﬂiciems]

ill-ordered grids
detected ?

Qutput data at Jpin

51x31

— — = = 41x21

Numerical Check. Typically, a grid system of 4%21 grids
for the solution domain is adopted in this analysis. However, a 02
careful check has been made to ensure the grid-independence o
the numerical predictions. For this purpose, two grid systems,

LI AR EE B S B L S S B B

41X21 and 51X31 grids, are tested. Figure 3 shows the compari- [ S —— -
son in shape identifications yielded by these two grid systems, for -0.5 -0.25 0 0.25 0.5
case 2 withL,=1, H,=0.4, ¢,=0.8, h,=0.25, e,=0.05, and X

o=0. It is found in Fig. 3 that the discrepancy between the solu-
tions obtained by adopting 421 and 51X31 grids is negligibly Fig. 3 Grid independence check, for case 2 with L,=1, H,
small. Tests for other typical cases show a similar result. =0.4, €,=0.8, h,=0.25, and e,=0.05, at ¢=0 and Bi=1
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0.86 0.2
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0 0.25 UfS 0.75 1 X 0 0.25 05 0.75 1 -0.5 -0.25 0 0.25 0.5
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0. 088" NG > 0.4 0.96 — Curve identified
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s/S o o2 o5 om y %5 02 0 02 05
(¢)5=0.01 /S X
()5 =0.01
Fig. 4 Effects of uncertainty on inner surface identification,
for case 1 at Bi =1 with L,;=1, H;=0.4, ¢,=0.8, and h,;=0.25 Fig. 5 Effects of uncertainty on inner surface identification,
for case 4 at Bi =1 with R,=0.5, ¢,=0.64, and h,=0.32

distribution accompanying the minimum objective function. For
the case a=0 shown in Fig. 4(a), the original data, the curve-
fitted data, and the curve-identified data are coincident, and thug/bere A and A* denote the areas of the exact and the identified
prefect inner surface identification is obtained. When an uncegaofiles, respectively, and X; ox= X+ 1 ex— Xi ex- Relative error
tainty is introduced into the original temperature data, as for t@rm can be expressed in termg|bf|/A. Table 2 shows the error
cases ab=0.001, and 0.01 shown in Figs(®) and (c), respec- and the relative error norms as functions of the uncertaintgr
tively, it is found that the disagreement between the curve-fittagrious configurations. It is observed that the error norm of pre-
data and the final curve-identified data apparently exists, and tfietion increases witlr for all cases. In general, the relative error
profile identified by the optimization methods is blurred due to theorm is approximately 2% as is assigned to be 0.01. However,
uncertainty, especially for the portions adjacent to the symmetric
lines. The disagreement between the curve-fitted and the curve-
identified temperature data increases with the uncertainty, whereas
the identified shape of the inner surface is only slightly blurred aable 2 Norms of errors of shape identification for various
o is elevated to 0.01. configurations

Attention is now drawn to the case having a rectangular inner

void, case 4. The rectangular inner void features two sharp cor- Case v NI INIZA(%)

ners; therefore, the capability for the optimization method in deatase 1 withL,=1, H,=0.4, 0 1.072% 102 0.68
ing with the sharp corners is examined. Figure 5 shows the resul{s=0.8,h;=0.25, and Bi=1 0.001 1.418x 10°3 0.90
of shape identification for case 4 witR,=0.5, {,=0.64, and 0.01 2.434x 102 1.55
h,=0.32. Ato=0, the rectangular inner surface is clearly identiCase 2 withL,=1, H,=0.4, 0 3.349x 10°* 0.21
fied based on the outer surface temperature data. However, fpg0-8,h2=0.25,€,=0.05, and 0.001 2.342x 103 1.49
shape identification is rather sensitive to the magnitude of th& 1 001 4.147x 1073 2.64
uncertainty. Atr=0.001 and 0.01, the identified shape of the recfzase 3 withLs=1, H3=0.4, 0 4.243x 10" 0.22
angular inner surface is obviously blurred, and the sharp cornés 03 and Bi=1 8'821 1.526x 10:2 2'4713

are smeared. Nevertheless, the rectangular outline of the inla%rse 4 WithR,=0.5 0' 2.742X 1073 :
- X ; g 4,=0.5, 2.074X 10 1.01
void can Stll|| be recognized even thoug’mf_0.0l_l_s m_troduced. €,=0.64, 0.001 9313« 10 455
To quantify th_e accuracy of the shape '|dent|_f|cat|on, an errgr=0.32, and Bi=1 001 1393% 10°2 6.80
norm of the prediction of the shape profile is defined based on thgse 5 withR,=0.5, 0 1.675% 10~ 0.07

area difference between the identified and the exact profiles as.=0.4, 0.001 . 0
and Bi=1 . 1.092x 10 43

4

INI=A= A% =3 (Y e YI)AX; o (®) 001 bdmx107 0%
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Fig. 6 Convergence process of shape identification, for case 4

at Bi=1 with R,=0.5, ¢,=0.64, and h,=0.32 at =0

(a) o =0 (exact)

o [
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X
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Fig. 7 Effects of uncertainty on inner surface identification,
for case 3 with Lz;=1, H3=0.4, and r;=0.35, at Bi=0.1 and 1

The convergence process for shape identification for case 4
with R,=0.5,¢,=0.64,h,=0.32, andr=0 is displayed in Fig. 6.

For this particular case, the initial guess of the inner surface pro-
file is a circle, while the desired shape is a rectangle. The grid
systems generated numerically by the body-fitted grid generator
for all iterations are also displayed. The sharp corners are clearly
visible at the sixth iteration, and eventually in approximately forty
iterations, the rectangular inner surface profile is completely
formed. Note that the number of iteration required to reach the
final shape is essentially dependent on the step sijggscéalcu-
lated and the magnitude of the under-relaxation factor as well. A
smaller step size or under-relaxation factor will definitely lead to a
larger number of iterations. Typically, twenty to sixty iterations
are needed to yield the final shape with sufficiently small objec-
tive functions.

Results at different Biot numbers are provided to illustrate the
effects of the Biot number on the performance of shape identifi-
cation. Figure 7 shows the inner surface identification results at
Bi=0.1 and 1, for case 3 with;=1, H;=0.4, andr;=0.35. A
lower Biot number tends to increase the uniformity of temperature
distribution within the solid body. Therefore, at lower Biot hum-
ber a small change in the inner shape profile may not lead to an
appreciable change in the temperature gradient along the outer
surface. When the simulated experimental outer surface tempera-
ture data is used to identify the inner surface profile, it is expected
that the error of shape identification shall be increased by a de-
crease in Bi. In Fig. 7, the left and the right portions of this figure
illustrate the results for Bi#0.1 and 1.0, respectively. A higher
error of shape identification is hence observed for the case at
Bi=0.1 even though the circular inner surface profile can still be
identified for various values af.

the predictions for case 4 are accompanied by a higher relativeThe size of the inner voidor say, the thickness of the solid
error up to 7% av=0.01. For this case, one can expect a highdiody)to identify is also an influential factor affecting the accuracy
relative error than for other cases observing the blurred aid shape identification. Figure 8 conveys the thickness effects for
smeared rectangular corners with the identified profile shown @ase 4 at BF1 and o=0. It is obvious that the error of shape

Fig. 5.
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Fig. 8 Thickness effects on the accuracy of shape identifica-
tion, for case 4 at Bi =1 and o=0: (a) €,=0.64 and h,=0.32; (b)
¢,=0.6 and h,=0.3; (c¢) ¢,=0.56 and h,=0.28; and (d) ¢,

=0.52 and h,=0.26
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Fig. 9 Thickness effects on the accuracy of shape identifica-
tion, for case 5 at Bi =1 and o=0: (a) r5=0.4, (b) r5=0.35, (¢)
rs=0.3; and (d) rs=0.28
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_________ Desired curve small steps. Again, the dashed lines are given to indicate the de-
sired curves. Results plotted in Figs.(ipand (c) show that the
major geometrical features are identified; however, the identifica-
tion for the small steps is obviously blurred and not clear. The blur
on the fine structures may probably be attributed to two factors.
The first factor probably is due to the limitation of the grid den-
sity. In this study, there are 41 grids distributed on the inner sur-
face for identifying the shape profile. Number of the grid points
may not increase the resolution of identification for cases 1 to 5 in
which the geometry of the inner void is relatively simple. How-

-0.5 -0.25 0 0.25 0.5 ever, for the present case with fine structures, a larger number of
X the grid points will definitely improve the resolution of identifica-
tion and eliminate the blur. The other factor may be the capability
(a) for the grid generation method of handling the surfaces with con-

vex or concave structures. The capability of the elliptic grid gen-
eration method in handling this kind of surfaces is limited since
the grid density is inevitably too low on a concave surface and too
high on a convex surface. The problem can only be resolved by
improving the uniformity of local grid density in the area near the
convex or concave surface.

It is important to mention that the present approach provides a
method of shape identification simply based on the surface ther-
mal data. These thermal data may be collected by using the ther-
mocouples. Therefore, the average cost for the shape identification
can be greatly reduced as compared with the commonly used
X-ray or the ultrasonic scanning systems.

Concluding Remarks

The present study is concerned with the application of the in-
verse heat transfer approach for shape identification problem. To
quantify the accuracy of the shape identification, an error norm of
the prediction of the shape profile is defined based on the area
difference between the identified and the exact profiles.

In this study, shape identification for an inner void within a
solid body based on the outer surface temperature data is per-
formed. Five kinds of geometrical configurations are tested. Re-
sults show that the inner voids are accurately identified by the
approach. Accuracy of the shape identification is found to be de-
pendent on the uncertainty of the outer surface temperature mea-
surements, the Biot number, size of the inner void, and the geo-
metrical configuration as well. In general, the relative error norm
is approximately 2% as the uncertaintyis assigned to be 0.01.
However, the predictions for some particular cases are accompa-
nied by a higher relative error up to 7%@#+0.01. Meanwhile, it
is observed that the error of shape identification is increased by a
decrease in the Biot number or a decrease in the size of inner void.
This is because a lower Biot number tends to increase the unifor-
mity of temperature distribution within the solid body. Thus, at
lower Biot number a small change in the inner shape profile may
not lead to an appreciable change in the temperature gradient
along the outer surface. It then becomes more difficult to accu-
rately evaluate the sensitivity of outer surface temperature to a
change in the inner shape profile. In addition, the size of the inner
fication may be observed based on the values of error norms or theéd to identify is also an influential factor affecting the accuracy
order of magnitude of the minimum objective function. Even foof shape identification. It is found that the error of shape identifi-
the same case, local thickness still exhibits great influence on ttegtion increases with the thickness and local thickness exhibits
accuracy of local identification. The thick portion of the profile igreat influence on the accuracy of local identification.
easier to be blurred than the thin one. Further increase in number of the grid points may not increase

The results shown in Fig. 9 considering case 5 atBiand the resolution of identification for cases 1 to 5 in which the ge-
o=0 exhibit a similar trend. The dashed curves shown in Figs.@netry of the inner void is relatively simple. However, for the
and 9 indicate the desired cur¢@xact solutionto identify. These case with fine structures, a larger number of the grid points will
dashed curves are used for comparison to reveal the discrepadefinitely improve the resolution of identification and eliminate
between the identified and the desired shape profiles. the blur.

The capability for the optimization process of identifying the The present approach provides a method of shape identification
shape profiles with fine structures has been tested. Presentedimnply based on the surface thermal data. These thermal data may
Fig. 10 are the results of shape identification for the cases stelbe collected by using the thermocouples. Therefore, the average
ming from case 4 and having a multiple-step rectangular inneost for the shape identification can be greatly reduced as com-
surface. The purpose of dealing with the cases is to investigate gared with the commonly used X-ray or the ultrasonic scanning
capability of the shape identification method of identifying theystems.

Fig. 10 Shape identification for inner surfaces with fine struc-
tures. The outer surface temperature data are given at Bi =1
and o=0.
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Nomenclature of Heating a Solid Body,” Sov. Phys. Tech. Phy&lranslated by American
Institute of Physick 2, pp. 771-781.
A = dimensionless area of exact inner void [5] Huang, C. H., and Chen, C. W., 1998, “A Boundary-Element-Based Inverse

* — di ; ; e ; ; Problem of Estimating Boundary Conditions in an Irregular Domain with Sta-
A dimensionless area of identified inner void tistical Analysis,” Numer. Heat Transfer, Part B3, pp. 251-268.

Bi = B_|0t number & hl-/ks) [6] Prud’homme, M., and Nguyen, T. H., 1998, “On the Iterative Regularization
E; = simulated experimental outer surface temperature of Inverse Heat Conduction Problems by Conjugate Gradient Method,” Int.
data of nodal point Commun. Heat Mass Transf&@5, pp. 999—-1008.
= _ . . . [7] Huang, C. H., and Wang, S. P., 1999, “A Three-Dimensional Inverse Heat
Ei = curve-fitted simulated experlm_ental outer surface Conduction Problem in Estimating Surface Heat Flux by Conjugate Gradient
temperature data of nodal point Method,” Int. J. Heat Mass Transf42, pp. 33873403
h = heat transfer coefficient [8] Park, H. M., and Chung, O. Y., 1999, “An Inverse Natural Convection Prob-
J = objective function lem of Estimating the Strength of a Heat Source,” Int. J. Heat Mass Transf.,
_ S 42, pp. 4259-4273.
kS = thermal conductlvny [9] Huang, C. H., Ozisik, M. N., and Sawaf, B., 1992, “Conjugate Gradient
L = length of solid body Method for Determining Unknown Conduct Conductance during Metal Cast-
[N]| = norm of error of shape identification ing,” Int. J. Heat Mass Transf35, pp. 1779-1786.
r, = random number varied betweenl and 1 [10] Terrola, P., 1989, “A Method to Determine the Thermal Conductivity from
s = coordinate along outer surface li/l4e3%sured Temperature Profiles,” Int. J. Heat Mass Trargd,, pp. 1425—
S = d_|men5|onless coordinate along outer surface [11] Lin, T. P., 1998, “Inverse Heat Conduction Problem of Simultaneously Deter-
t = time mining Thermal Conductivity, Heat Capacity and Heat Transfer Coefficient,”
T = temperature of solid body Master thesis, Department of Mechanical Engineering, Tatung Institute of

Technology, Taipei, Taiwan.

Ta = lemperafure of ambient fluid [12] Kennon, S. R., and Dulikravich, G. S., 1985, “Inverse Design of Internally

Ty = temperature on inner surface Cooled Turbine Blades,” ASME J. Eng. Gas Turbines Powé¥, pp. 123—
X,y = Cartesian coordinates 126.
X, Y = dimensionless Cartesian coordinates [13] Dulikravich, G., S., 1992, “Inverse Design of Proper Number, Shapes, Sizes
_ 1 H e i and Locations of Coolant Flow Passages, Aroc. 10th Annual Workshop for
X Xd 'YYd _ Shapcf. futnctlo?s O; Ide.nttlf.led S.grfat(.:fe EJjI’Ofllef Computational Fluid Dynamics Applications in Rocket Propulsied. R. W.
id, Yi,g = coordinates of grid point I on identitied surface Williams, NASA MSFC, Huntsville, AL, NASA CP-3163, Part 1, pp. 467—
Greek Symbols 486. _ .
) ) ) [14] Snider, A. D., and Kraus, A. D., 1987, “Quest for the Optimum Longitudinal
0 = dimensionless temperature of solid body Fin Profile,” Heat Transfer Eng8, pp. 19-25.
0, = exact outer surface temperature [15] Huang, C. H., and Chao, B. H., 1997, “An Inverse Geometry Problem in
o : . Identifying Irregular Boundary Configurations,” Int. J. Heat Mass Trarid,,
f,s = dimensionless outer surface temperature of solid Dp. 2045-2053.
b_Ody . . ) [16] Huang, C. H., and Tsai, C. C., 1998, “A Transient Inverse Two-Dimensional
&mn = dimensionless curvilinear coordinates Geometry Problem in Estimating Time-Dependent Irregular Boundary Con-
o = uncertainty figurations,” Int. J. Heat Mass Trans#1, pp. 1707-1718.

[17] Hsieh, C. K., and Su, K. C., 1980, “A Methodology of Predicting Cavity

Q1 = solution domain Geometry Based on Scanned Surface Temperature Data—Prescribed Surface

Subscripts Temperature at the Cavity Side,” ASME J. Heat Transi€?, pp. 324-329.
L. . [18] Kassab, A. J., and Pollard, J. E., 1994, “Cubic Spline Anchored Grid Pattern
L] = grld indices Algorithm for High-Resolution Detection of Subsurface Cavities by the IR-
n = iteration number CAT Method,” Numer. Heat Transfer, Part BB, pp. 63—77.

_ 1 i i ; 1 [19] Cheng, C. H., and Wu, C. Y., 2000, “An Approach Combining Body-Fitted

N _ number of gr!d po!nts !n thg—dl_rectl_on Grid Generation and Conjugate Gradient Methods for Shape Design in Heat

M = number Of. grid pomtg in they-direction Conduction Problems,” Numer. Heat Transfer, Part38, pp. 69—-83.

ex = exact profile or solution [20] Lan, C. H., Cheng, C. H., and Wu, C. Y., 2001, “Shape Design of Heat
Conduction Problems Using Curvilinear Grid Generation, Conjugate Gradient,
and Redistribution Methods,” Numer. Heat Transfer, ParB8, pp. 487-510.
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Heat Transfer in Two-Pass
Rotating Rectangular Channels
(AR=2) With Five Different
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Je-Chin Han An experimental study was made to obtain heat transfer data for a two-pass rectangular
X , channel (aspect ratig2:1) with smooth and ribbed surfaces for two channel orientations
M.C. Easterling Endowed Chair (90 deg and 135 deg with respect to the plane of rotation). The V-shaped ribs are placed
é-mail: jehan@mengr.tamu.edu on the leading and trailing surfaces. Five different arrangements of 45 deg V-shaped ribs
) are studied. The Reynolds number and rotation number ranges are-80000, and
Turbine Heat Trapsfer Laporatpry, 0.0-0.21, respectively. The rib height to hydraulic diameter ratio (e/D) is 0.094; the rib
Department of Mechanical E”g'”.%”% pitch-to-height ratio (P/e) is 10; and the inlet coolant-to-wall density ratitp/p) is
__Texas A&M University, maintained around 0.115 for every test. The results show that the rotation-induced sec-
College Station, Texas 77843-3123, USA ondary flow enhances the heat transfer of the first pass trailing surface and second pass
leading surface. However, the first pass leading and the second pass trailing surfaces
show a decrease in heat transfer with rotation. The results also show that parallel 45 deg
V-shaped rib arrangements produce better heat transfer augmentation than inverted 45
deg V-shaped ribs and crossed 45 deg V-shaped ribs, and a 90 deg channel orientation
produces greater rotating effect on heat transfer than a 135 deg orientation.
[DOI: 10.1115/1.1561455

Keywords: Enhancement, Finned Surfaces, Heat Transfer, Rotating, Turbines

Introduction deg and 45 deg crossed ribs and the 90 deg rib. The V-shaped ribs
rperoduced the highest heat transfer augmentation, while the
rossed ribs had the lowest heat transfer enhancement. Taslim

€ NS
penalty is a high thermal load, which affects the durability of th al. [5] measured heat transfer and friction in channels rough-

: . . . ed with angled V-shaped and discrete ribs on two opposite
turbine components. Therefore, improved cooling techniques suc .
as film cooling and internal cooling are applied to turbine blade\g;:::*elrzgli(:tﬁbﬁggn??ndg]ngﬁﬁggglﬁ% 2qg:1$2”reit()jb:}jugg aﬁrr: erl]ﬁzitn g
Internal cooling is achieved by circulating low enthalpy air in liquid crystal technique. The results show that the 60 deg,

multi-pass flow channels inside the blade structure. To increa\§_ceshaped ribbed channel produced more heat transfer enhance-

the heat transfer of the internal cooling, the internal surfaces USUE it than 60 deg and 90 deg angled ribbed channels. Kiml et al
ally are roughened by angled ribs to trip the boundary layer a investigated heat transfer enhancement mechanisms in a rect-

increase turbulence. As the turbine blade rotates, Coriolis and =~ fonnel with V- and\-shaped ribs. They used a flow

tbhuo?/an(;:.y forcgst c..':ll_use dlf%ferent heat transfer behavior betwqﬁ alization technique to examine the secondary flow behaviors
€ leading and trafing suriaces. created by the V-shaped ribs.

Over the past few decades numerous studies have been ma ecently, experiments with rotation have been conducted to

experimentally on the flow fieIpI and heat transfer in the intem%‘osely model turbine blade cooling environments. Wagner et al.
coolant passages of gas turbine rotor blades. Metzger £1pl. gig,g] conducted a detailed experimental study to determine the

To achieve high thermal efficiency in a gas turbine engine, t
turbine inlet gas temperature should be increased. However,

Zt#d'f:r fcor:g?]trj]éobnve;?q?‘ Intl?enc(i)'n'_(;ztral?ar::%tt'\(l)vﬁ-;r?ihimanmatr? ects of rotatior{buoyancy and Coriolis forcgen the local heat
gu y varying i : gap nsfer of a multi-pass square channel with smooth walls. They

éso gfgnturtrr‘]'e':?;aﬁtnz[{z] %);Legﬂzdctgﬁc:\ﬂggdgf;a?.fgr]evggr: tconcluded that in the first pass with radially outward flow, rotation
y varying . Wi . udeq : N9 Wfeated a thinner boundary layer with higher heat transfer on the
channel aspect ratio resulted in smaller azimuthal heat trans

variations and increased overall channel heat transfer. Han afa(hng surface and a thicker boundary layer with lower heat

Park[3] performed experimental studies on heat transfer chara}ﬁ\-N sfer on the leading surface. In the second pass with radially

teristics in a non-rotating rib-roughened rectangular channel. H ard flow, opposite heat transfer results were obtained. Johnson
et al. [4] studied the effect of the rib angle orientation on heagpal' [10,11]performed a systematic investigation of the effects

transfer distributions and pressure drop in a non-rotating squ fgbuoyancy and Coriolis forces on the heat transfer coefficient
channel with two opposite in-line ribbed walls. They found th istribution of a four-pass square channel with 45 deg ribs angled

the 60 deg and 45 deg V-shaped ribs performed better than theo %he flow. They concluded that both the rotation and channel

; ntation with respect to the axis of rotation could change the
deg and 45 deg paraliel ribs and, subsequently, better than theI ding and trailing surface heat transfer coefficients of the ribbed

channel. Han et a[.12] investigated an uneven wall temperature

*Current address: Assistant Professor, King Fahd University, Saudi Arabia. H . _
Contributed by the Heat Transfer Division for publication in tf@JBNAL OF effect on local heat transfer in a rotating two-pass square channel

HEAT TRANSFER Manuscript received by the Heat Transfer Division January Zé{_"ith smooth_ walls. Zhang et al13] analyzed f[he heating condi- _
2002; revision received November 8, 2002. Associate Editor: H. S. Lee. tion effects in a two pass square channel with 60 deg angled rib
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turbulators with rotation. They suggested that an uneven wall tel [
perature had a significant impact on the local heat transfer coe '
cients. Parsons et dl14,15]studied the effects of channel orien-
tation and wall heating condition on the local heat transfe
coefficient in a rotating two-pass square channel with ribbe | ! |
walls. They found that the effects of the Coriolis force were re
duced as the channel orientation changed from a no(gab0
deg)to an angled orientatioi3=135 deg). Dutta and Hafl6] 10—
also investigated the local heat transfer coefficients in rotatit 6
smooth and ribbed two-pass square channels with three char | A
orientations. Dutta et aJ17] presented experimental heat transfe
results for turbulent flows through a rotating two-pass rik
roughened triangular channel, with two channel orientations wi
respect to the direction of rotation. Taslim et l8,19]studied
the heat transfer characteristics in rib-roughened square and r
angular orthogonal rotating channels. They used a liquid crys
technique to study the effect of rotation on heat transfer distrib
tions on the walls. They found that rotational effects were moi
pronounced in rib-roughened channels, with a higher channel : 4
pect ratio and a lower rib blockage ratio. Prabhu and Vef0d
investigated the pressure drop distribution in a rotating rectangu
channel with transverse ribs on one wall. They found that a r S—
array with a pitch-to-height ratio of 5 caused the largest presst
drop. In addition, Park et a[.21] conducted experimental work I ] I €
using Naphthalene sublimation to study the effects of the Coriol LT
force, 180 deg turn, channel orientation, and the different rib ¢ = =t
rangements on local heat/mass transfer distributions on the le /
ing and trailing walls of a two-pass square channel. Azad et 8 9
[22] experimentally investigated the heat transfer distribution i
two-pass rotating rectangular channels (AR 1) connected by a
180 deg turn. The results showed that parallel 45 deg angled r
produced higher heat transfer distribution than crossed 45 ¢, —
angled ribs. For a more comprehensive compilation of turbir
blade cooling research, please see the book by Han E23il. 1. Electircal Motor with Controller 6. Rotating Arm
Following the above-mentioned research, few papers can 2. Rotating Shaft 7. Test Section
found in the open literature studied the rectangular cross sect 3. Belt Drive Pulley System 8. Compressor Air
channel with rotation condition. Hence, the first aim was to stuc 4. Bearing Support System 9. Rotary Seal
two pass rectangular channels (AR:1) that are connected by a 5. Steel Table 10. Slip Ring
sharp 180 deg turn. The second motivation was to find different
rib configurations that trip the boundary layer and promote more Fig. 1 Schematic of the rotating test rig
heat transfer inside the two-pass rectangular channels. However, it
was found from a previous study by Han et[dl] that the 45 deg
V-shaped ribs show higher heat transfer performance in a one-pakges. An electric motor with an adjustable frequency controller
non-rotating square duct compared to other rib configurati¢fs rotates the test section. A digital photo tachometer measures the
deg angled ribs or transverse 90 deg Yii$ws, we have chosen rotational speed of the rotating shaft.
45 deg V-shaped ribs to be placed on the leading and trailingFigure 2 shows a cross sectional view of the test section. The
surfaces of the two-pass rotating rectangular channels since tiest section has two passes. Each pass is 12.7 mm by 25.4 mm in
have shown a potential for higher heat transfer enhancementCi®ss section. The first pass starts with an unheated nylon entrance
comprehensive study was conducted to cover five different @hannel to establish a fully developed flow at the entrance to the
rangements of 45 deg V-shaped ribs and a comparison with 45 degted channel. It has twel\&2) hydraulic diameter lengths to
V-shaped crossed rib case. In addition, the effect of the chanaghieve the task. The heated channel length-to-hydraulic diameter
orientation with respect to the axis of rotation was investigated f¢k/D) ratio is 18, while each pass length-to-hydraulic diameter
two positionsB=90 deg ang3=135 deg. Such experimental data(L/D) ratio is 9, connected by a sharp 180 deg turn. The ratio of
is not available in the open literature. Our research shows tie mean rotating arm radius to the channel hydraulic diameter
combined effect of the 45 deg V-shaped rib induced seconddf/D) is 30. The flow in the first pass is radially outward and the
flow and rotation induced secondary flow on the heat transféew in the second pass is radially inward. The heated section is
distribution in the two-pass rectangular cross-sectional channelivided into twelve longitudinal sections, six sections in the first
pass and six in the second pass, to obtain regionally average heat
transfer coefficients. Each longitudinal section has four copper
. . plates on four wall§one per wall)of the channel. Each copper
Description of the Experiment plate is surrounded circumferentially by a thin nylon strip that has
The experimental test rig used by Azad et[@R]is employed a 1.59 mm thickness for insulation from neighboring plates. The
in this study. Figure 1 shows the schematic of the experiment@pper plates are mounted in a nylon substrate, which comprises
test rig. Compressed air goes through a filter and an orifice metire bulk of the test section. Pre-fabricated flexible heaters are
then passes through a rotary seal and a hollow-rotating shaftinstalled beneath the leading and trailing surfaces. The side walls
feed the test section. The test section is mounted in a horizoraé each heated by a wire-wound resistance heater, which is also
plane. Air travels outward in the first pass and inward in the seinstalled beneath the copper plates. All heaters supply steady, uni-
ond pass, and then exhausts into the atmosphere. Slip rings trdoem heat flux to the copper plates. Sufficient power is supplied in
fer thermocouple outputs to the data logger and power input froonder to maintain a maximum wall temperature of nearly 65 deg
transformers to strip heaters, which are fixed under the copgder the corresponding section. This corresponds to an inlet
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Teflon Plates entering and leaving the test section are measured by thermo-
. couples. The local bulk mean temperatufg,) used in Eq(1) is

\\ Leading Wall calculated from the linear interpolation between the measured in-

let and exit air bulk temperatures. The bulk mean temperature rise

at the lowest Reynolds number is around 20 deg. Another way to

\Heating Wires find the local bulk mean air temperature is determined by march-

7
- \ ey inner surface
[ ——outer surface

\\\T iling Wall ing along the test section and calculating the temperature rise from
Direction of r,a g ] the local net heat input through each set of four heated surfaces.
rotation Aluminum Casing The difference between the calculated and measured outlet bulk
mean temperature is between 1-2 deg in all of the cases.
—1 | —Teflon Local Nusselt number is normalized by the Nusselt number for
the fully developed turbulent flow in a smooth stationary circular
|_{- Teflon Divider pipe to reduce the influence of the flow Reynolds number on the
o | Teflon Insulation heat transfer coefficient. Local Nusselt number normalized by the
(— ; < ;/ )ermocouples Dittus-Boelter/McAdams correlation is:
R ot Nu/Nuo= (hD/K)/[0.023 R & P-4 2)
|} First Pass The Prandtl numbe(Pr) for air is 0.71. Air properties are taken
0 f / inner surface based on the mean bulk air temperature.
o o U1  outer surface The uncertainty of the local heat transfer coefficient depends on
9( the uncertainties in the local wall and bulk air temperature differ-
41| ____Second Pass ence and the net heat input for each test run. The uncertainty
o_Al—eYT] increases with the decrease of both the local wall to bulk air
21 g Bulk Exit temperature difference and the net heat input. The temperature
t Thermocouple uncertainty is around 0.5 deg. The flowrate uncertainty is less than
$ Py Bulk Inlet 4 percent. Based on the method described by Kline and McClin-
i > /Thermocouple tock [24], the typical uncertainty in the Nusselt number is esti-
/ | mated to be less than 9 percent for Reynolds number larger than
o /’ ° 1] | Unheated Entarance 10,000. The maximum uncertainty, however, could be up to 23
.,/ (/ Channel percent for the lowest heat transfer coefficient at the lowest Rey-
—1 11 nolds number teste(Re=5000).
L] 7 " pirection of Results and Discussion
- - C—} - - —rotaton Figure 3 shows the 45 deg angled rib that was divided at the
centerline to make the 45 deg V-shaped rib. There are two differ-
F|g 2 Cross sectional view of the tWO_pass rectangmar test ent Ol’ier‘ltations Of the V-Shaped r|b The firSt Orientation iS Ca”ed
section the 45 deg V-shaped rib and the second orientation is called the

inverted 45 deg V-shaped rib. Figure 3 also shows the conceptual

view of secondary flow induced by the 45 deg angled rib, the 45
coolant-to-wall densitytemperaturejatio (Ap/p) of 0.115 for ev- deg V'Shaped rib, and the inverted V-shaped rib. The 45 deg
ery test. Each 1/8 in(0.318 cm)thick copper plate has a 1/16 in angled rib induces a secondary flow that moves parallel to the rib
(0.159 cm)deep blind hole drilled into its backside in which a'om the left side to the right side and returns back to the left side
copper-constantan thermocouple is installed 1/16Grl59 cm) making a counter rotating vortex. The conjectured counter rotating
from the plate surface with thermal conducting glue. The inlet aﬁ/&)rtex_lno:uceld kl)yt_the 4§ di? ang{eq .”bf ha55 been confirmed from
exit bulk temperatures are measured by thermocouples. The Wge.r'c‘"’; ct?]cu ations ty d_Qti talr%e g% ]a Veshaped  ib
deg V-shaped ribs with a square cross section are made of brass 'S 'urther conjectured that the €g V-shaped T
and are glued on the wider walleading and trailing surfacgsf creates two counter rotating vortices. As the fluid approaches the
the rotating channel. A thin layer of conductive glue is used so
that it creates a negligible thermal insulation effect between the

brass ribs and the copper plates. The rib-increased surface area i

25 percent with respect to the smooth wall. The entire test duct is *
surrounded by insulating nylon material and fits in a hollow cy-

lindrical arm for structural rigidity. /

Data Reduction
The local heat transfer coefficient is calculated from

h=Oned/ [A(Tyy— Thy) ] 1)

Local net heat transfer rate is the electrical power generated ? A
from the heaterd= V1) minus losses. Losses were determined by
supplying electrical power to the test section until a steady state
condition is achieved for a no flowwithout any airflow condi- C———::D C:J (13
tion. This is done for several power inputs to obtain a relation C:,__) C:D C:__)
between the total heat loss from each surface and the correspond ] 45 deg. V-shaped Inverted 45 deg. V-
ing surface temperature. To place the results on a common basis45 deg. angled rib angled rib shaped angled rib
the heat transfer area used in Ef) was always that of a smooth
wall. The local wall temperature is obtained from thermocouplasg. 3 Conceptual view of secondary flow vortices induced by
that impeded in each copper plate. The bulk mean air temperatu4ésieg angled ribs and 45 deg V-shaped ribs

-

"\

7N

€
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Fig. 4 Conceptual view of the secondary flow vortices induced by rotation, ribs, and channel orientation (dash line: rotation-
induced vortices, solid line: rib-induced vortices )

V-shaped rib, it splits into two streams. Each one moves paraltefraction may weaken the two counter rotating vortices. Thus, the
to the rib from the centerline to either the left side or the right sidé5 deg V-shaped rib is expected to perform better than the in-

and returns back to the centerline making a counter-rotating vaerted 45 deg V-shaped rib in the non-rotating condition.

tex. Another observation can be drawn that as the 45 deg V-shapeé&igure 4 shows conceptual views for the secondary flow pat-
rib is half the 45 deg angled rib, the boundary layer thickness fterns of a smooth and ribbed rotating two-pass rectangular chan-

the fluid that moves parallel to one side of the 45 deg V-shaped riel. Figure 4(a)shows the smooth channel that rotateg3at90

is thinner than produced by the 45 deg angled rib. Therefore, simdeg with respect to the direction of rotation. Two symmetrical

the 45 deg V-shaped rib produces two counter rotating vorticeslls of counter rotating secondary flgdotted line)appear due to

that promote more mixing in the bulk main stream and at the sarie Coriolis force. In the first pass of the channel, the fluid moves
time produce a thinner boundary layer near the heated surfacen a radially outward direction, and the effect of the Coriolis force
higher heat transfer rate is expected when compared to the 45 dégcts the coolant from the core toward the trailing surface. This
angled rib. However, a different situation can be observed in tltauses an increase of the heat transfer from the trailing surface
inverted 45 deg V-shaped rib. As the fluid approaches the neard a decrease in the heat transfer from leading surface. However,
surface of the inverted 45 deg V-shaped rib, it starts moving sit the second pass, the opposite situation can be seen: the fluid
multaneously from the left side and right side to the centerlinejoves in a radially inward direction, and the Coriolis force directs
interacting with each other, and then returns back to the startitige coolant toward the leading surface, causing an increase of heat
positions creating two counter rotating vortices. The vortices’ irtransfer from the leading surface and a decrease in the heat trans-
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fer from trailing surface. When the channel is positioned at the - - —
=135 deg orientation, the secondary flow vortices are asymmet- % Leading, Ro=0  --&-- Trailing, Ro=0
ric and migrate diagonally away from the corner region of the —4— Leading, p=90°  —&— Trailing, §=90°
inner-leading surface toward the center in the first passage, and —o— Leading, p=135° —o— Trailing, p=135°
from the corner region of the inner-trailing surface toward the
center in the second passage. 4

Figures 4(b)through 4(e)show four different arrangements of Re=5000
the parallel 45 deg V-shaped ribs. These parallel arrangements are Ro=0.21

attached to leading and trailing surfaces in a parallel fashion so
that they are directly opposite to each other. Figufie) 4hows
that the 45 deg V-shaped ribs are attached to the leading and
trailing surfaces in both passes. Also, it shows the secondary flow
(dotted line)induced by rotational forces and the secondary flow
(solid line) induced by the 45 deg V-shaped ribs. As the channel
angle changes t@B=135 deg, the rib secondary flow is un-
changed, but the rotational secondary flows are shared betweer 1
the principle surfacestrailing, and leading and side surfaces.
Figure 4(c)shows the same channel except that the first pass rib
orientation is reversed to become inverted 45 deg V-shaped ribsto 0
the mean stream flow. Consequently, all secondary flows that are
induced by rotational forces or ribs are the same as (B®xcept
the rib secondary flow in the first pass is reversed due to the
changing in the rib orientation in the first pass. For cabe as
seen in Figure @), the first pass has 45 deg V-shaped rib, and the
second pass has inverted 45 deg V-shaped rib. Figl@eshows 2
the first pass and second pass to have inverted 45 deg V-shaped

Figure 4(f)shows the crossed rib cagbe ribs on the leading
and trailing surfaces of the cooling channels are in crossed orien-
tation). The crossed orientation of the 45 deg V-shaped ribs coa- 1
lesces the two pairs of counter rotating vortices into one pair of
counter rotating vortices. This reduction in number of rib-induced
secondary flow vortices limits the mixing between the near wall
flow (hot fluid) and the core flow(cold fluid), which causes less 0
heat transfer. In case of rotation, a pair of rotating-induced sec-
ondary flow vortices appears and moves in the opposite direction 3 Re=

) X . 2 ) €=25000

the vortices generated by crossed ribs. This negative interaction Ro=0.04
minimizes the rotation effect by suppressing flow impingement on
the first pass trailing and second pass leading surfaces and restrict
mixing with the core for both leading and trailing surfaces in both 2
passes, which causes low heat transfer enhancement. g

Figures 5—-10 show the regionally average Nusselt number ra- &
tios (Nu/Nuo) from leading and trailing surfaces for four Rey- &
nolds number(5000, 10000, 25000, 400Q0rotating and non- 1
rotating, and two channel orientatiof}8=90 deg, 135 deg).

2

Nu/Nuo

Re=10000
Ro=0.11

Nu/Nuo

Smooth Case Results. Figure 5 shows the results of Nusselt
number ratios from leading and trailing surfaces for the smooth
case. For the stationary case, the Nusselt number ratio decrease 0
monotonically for both leading and trailing surfaces in the first 3
pass. This continuous decrease is due to the developing therma
boundary layer. As the flow approaches the 180 deg turn, the
Nusselt number increases due to secondary flows induced by the
180 deg turn. The Nusselt number reaches the peak value at the
entrance of the second pass and then decreases as the flow move
to the exit of the second pass. This is due to the diminishing of the 2
180 deg turn-induced secondary flows. However, in the rotation
case, the Nusselt number ratios from the first pass trailing and &
second pass leading surfaces are higher than in the non-rotating 1

Re=40000
Ro0=0.023

case, while those from the first pass leading and second pass trail- 180° turn

ing surfaces are lower. This is due to the rotation-induced second-

ary flow vortices as shown in Fig.(d). At channel orientation I—I

B=90 deg, rotational secondary flow vortices produced by the ¢ 1 1 . . 1 L
Coriolis forces are impinging normally on the trailing surface of 6 2 4 6 8 10 12 14 16 18
the first pass and the leading surface of the second pass. Howevel X/D

at channel orientatioB=135 deg, the rotation secondary flow
vortices are impinging on the first pass trailing-side corner and the Fig. 5 Nusselt number ratio distribution for case (@)
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--m-- Leading, Ro=0 --B--- Trailing, Ro=0 ---m-- Leading, Ro=0 8- Trailing, Ro=0
—i— Leading, p=90° —— Trailing, p=90° —&— Leading, $=90° —&— Trailing, §=90°
—e— Leading, p=135° —o— Trailing, B=135° —e— Leading, p=135° —o— Trailing, B=135°
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Fig. 6 Nusselt number distribution for case  (b) Fig. 7 Nusselt number distribution for case  (c)
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--@-- Leading, Ro=0 8- Trailing, Ro=0 --@-- Leading, Ro=0 -8+ Trailing, Ro=0
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Fig. 8 Nusselt number distribution for case (d) Fig. 9 Nusselt number distribution for case (e)
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Fig. 10 Nusselt number distribution for case (4]

Journal of Heat Transfer

second pass leading-side corner, as shown in F&. Zhus, the
Nusselt number ratio for the trailing surface of the first pass and
the leading surface of the second pass for channel orientation
B=135 deg are lower than the ratios for channel orientgfie®0

deg. The opposite situation is observed in the leading surface of
the first pass and the trailing surface of the second pass. The
results also show that the effect of rotation decreases with increas-
ing Reynolds numbefor decreasing rotation numbeilhe above-
mentioned results are consistent with the previous stedg Azad

et al.[22]).

Parallel 45 deg V-Shaped Rib Cases.Figure 6 shows the
Nusselt number distribution for cagk). The stationary case re-
sults show that the peak Nusselt number ratio occurs at the down-
stream location of the inlet rather than at the entrance region of
the first pass as in the smooth case. This is due to the two pairs of
counter rotating secondary flow vortices that are generated by the
parallel 45 deg V-shaped ribs, as shown in Fi¢h)4 But, the
Nusselt number ratio decreases as the vortices are suppressed by
the 180 deg turn. Then, the Nusselt number ratio increases again
downstream of the second pass inlet as the secondary flow vorti-
ces induced by the parallel 45 deg V-shaped ribs start to develop.

The results show that rotation significantly increases the Nus-
selt number ratio on the first pass trailing surface and the second
pass leading surface, but significantly decreases the Nusselt num-
ber ratio on the first pass leading and second pass trailing surfaces.
This is because of the combined effect of the rib-induced second-
ary flow and the rotation-induced secondary flow vortices, as ex-
plained in Fig. 4(b). The results of the 135 deg channel also show
that rotation enhances the heat transfer in the first pass trailing and
second pass leading surfaces, whereas the heat transfer decreases
in the first pass leading and second pass trailing surfaces. How-
ever, the differences in Nusselt number ratios between leading and
trailing surfaces are not as significant for the 135 deg orientation
as they are for the 90 deg orientation as explained in Fig). 4
The results also show that the rotational effect decreases with an
increasing Reynolds numbéor decreasing rotation number

Figure 7 shows the Nusselt number ratio for cése Case(c)
is generated from casé) by changing the parallel 45 deg
V-shaped ribs in the first pass of cade) to inverted 45 deg
V-shaped ribs. The stationary results show that the first pass Nus-
selt number ratio behaves differently from that in céseat lower
Reynolds numbers. This is because, as shown in Fig, ¢he
inverted 45 deg V-shaped rib vortices tend to interact with each
other and reduce the surface heat transfer enhancement. However,
the effect diminishes at higher Reynolds numbers. The second
pass behavior is similar to cagb) due to the same V-shaped
orientation. The results also show that the rotation effect decreases
with an increasing Reynolds numb@r decreasing rotation num-
ber).

Figure 8 shows the Nusselt Number ratio for céde In case
(d), as explained in Figure(d), the Nusselt number ratio distri-
bution in the first pass cagd) is similar to the caséb) first pass
because they both have parallel 45 deg V-shaped ribs. In the sec-
ond pass of cas@), inverted 45 deg V-shaped ribs were placed.
The Nusselt number distribution shows lower values compared to
the casdb) or case(c) second passes, which have parallel 45 deg
V-shaped ribs.

Figure 9 shows the Nusselt number distribution for cése
Both passes have inverted 45 deg V-shaped ribs as explained in
Figure 4(e). The Nusselt number distribution in the first pass is
similar to the Nusselt number distribution in the first pass of
case(c) and the Nusselt number distribution in the second pass is
similar to the Nusselt number distribution in the second pass of
case(d).
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-~ Case (a) = Case(b) -+ Case(c)
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Fig. 12 Averaged Nusselt number distribution for leading and
trailing surfaces with rotation  (w=550 rpm) for =90 deg

and five different arrangements of the 45 deg V-shaped ribs in the
two pass rectangular channels for the stationary case. The Nusselt

Averaged Nu/Nuo
[
in w

1.5 | number ratios in Fig. 11 are the average values of the leading and
trailing surfaces for all cases. The results show that the ribbed
surfaces provide higher Nusselt number ratios in both passes com-
pared to the smooth surfaces. In the first pass, @asand case

1 (d) show higher averaged Nusselt number ratios compared to case

0

10000 20000 30000 40000
Re

(c) and caséde). This is because the 45 deg V-shaped rib induces
a stronger secondary flow than the inverted 45 deg V-shaped rib.
In the second pass, cage) and case(c) show better averaged

Nusselt number ratios compared to other cases due to the same
reason. The crossed V-shaped rib césaesults show lower av-
eraged Nusselt number ratios compared to the parallel V-shaped
rib cases. The crossed V-shaped ribs induce a pair of counter
rotating vortices, while the parallel V-shaped ribs induce two pairs

Crossed 45 deg V-Shaped Rib Case.Figure 10 shows the of counter rotating vortices, which promote more mixing with the

Nusselt number distribution for the crossed rib case as can be s&8[f flow. .
in Figure 4(f). The results show that the non-rotating Nusselt 19ure 12 shows the channel averaged Nusselt number ratio
number ratios are unlike the parallel rib case results. Both leadifigfl reSPeCt to Reynolds number for=550 rpm on each pass
and trailing surfaces show different Nusselt number ratio distribtEading and trailing surfaces fgg=90 deg. All Nusselt number
tions in each pass. This variation is due to the different orient&tio results exhibit a decreasing trend with increasing Reynolds

tions of the 45 deg V-shaped ribs that are placed on the leadifymPer- Rtibbed Casdets ?ﬁo"ide btehtter Nulsselt nurr|1b§r ratiltt) en-
and trailing surfaces Their Nusselt number ratios are lower thdfCEMeNt compared to the smooth case. In general, INusselt num-

those of all previous parallel and inverted 45 deg V-shaped r ratios in the first pass leading surfaces are about Fhe same for
cases, as explained in Fig(f4 all V-Shaped cases. However, Nusselt number ratios _for the
V-shaped rib case&) and (d) are higher than other cases in the
Channel-Averaged Nusselt Number Ratio. Figure 11 pre- first pass trailing surfaces. A noticeable variation can be seen in
sents the averaged Nusselt number ratio distribution for smodtte second pass due to the 180 deg turn effect. Ghgasd(c) of

Fig. 11 Averaged Nusselt number distribution for non-rotating
(w=0) cases
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Fig. 13 Averaged Nusselt number distribution for leading and
trailing surfaces with rotation  (@=550 rpm) for B=135 deg

the V-shaped rib show greater values of Nusselt number ratio
than casesd), (e), and(f) (the inverted V-shaped rib and crossed

rib).

Figure 13 shows the channel averaged Nusselt number ratio
on the leading and trailing surfaces f8~=135 deg. The results
are similar tog=90 deg in trend except that the Nusselt number 9net
ratios on the first pass trailing and the second pass leading are
lower because of the oblique angle of the flow impinging on the

surfaces.

Conclusions

first pass trailing and second pass leading surfaces decrease when
compared to their corresponding Nusselt number ratios for the
B=90 deg orientation. The Nusselt number ratios e+135 deg

first pass leading and second pass trailing surfaces increase when
compared to their corresponding Nusselt numberge90 deg.

3) Both orientations of the 45 deg V-shaped rib induce two
pairs of counter rotating vortices, but the inverted 45 deg
V-shaped rib vortices tend to interact with each other. Therefore,
the 45 deg V-shaped rib results in better heat transfer enhancement
than the inverted 45 deg V-shaped rib for both non-rotating and
rotating conditions.

4) The parallel 45 deg V-shaped rib arrangements provide a
higher heat transfer enhancement compared to the crossed 45 deg
V-shaped rib arrangement for both rotating and non-rotating con-
ditions. The crossed rib arrangement shows less rotational effect
compared to the parallel rib cases. This is because the parallel 45
deg V-shaped rib develops two pair of counter rotating vortices of
secondary flows, while the crossed 45 deg V-shaped rib develops
only one single pair of counter rotating vortices.

5) For all cases studied here, results show relatively low heat
transfer enhancement in the 180 deg turn region. This is because
the vortices induced by the V-shaped rib are suppressed by the
180 deg turn and there is no 45 deg V-shaped rib placed at the
middle of the 180 deg turn.

6) For all cases studied here, results show that the heat transfer
enhancement decreases with increasing Reynolds number.
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Nomenclature

D = hydraulic diametefm)
e = rib height(m)
h = heat transfer coefficiertV/m?K)
k = thermal conductivity of coolantW/mK)
é\lu = |ocal Nusselt numbehD/k
o, = Nusselt number in fully-developed turbulent non-
rotating tube flow with smooth wall
P = rib pitch (m)
Pr = Prandtl number
= net heat at wallW)
A = surface area of the copper plate?)
R = radial distance from axis of rotation to heated test sec-
tion’s mean radius
Re = Reynolds numbepVD/u
R, = rotation numberQ)D/V
= local coolant temperaturedegC)

T
The influences of 45 deg V-shaped rib arrangements and chanTb% = coolant temperature at inlétdegC)

bi

nel orientation on the leading and trailing Nusselt number ratios in T
a two-pass rectangular channel have been reported for rotationy/

numbers from 0 to 0.21 and Reynolds numbers from 5000 to g =

40000. The findings are:

1) The general trend of the rotation effect shows an increase in () =

the Nusselt number ratio in the first pass trailing surface and sec- ,
ond pass leading surface, while the opposite situation can be ob- ,
served in the first pass leading surface and second pass trailing
surface. This is due to the Coriolis and buoyancy forces, which are
generated by rotation. However, the differences between the Nugp/p
selt number distributions on the second pass leading and trailing

wall temperaturd degC)

bulk velocity in streamwise directiofm/s)

angle of channel orientation with respect to the axis of
rotation

rotational speedrad/s)

rotational speedrpm)

rib angle

dynamic viscosity of coolantPa-s)

density of coolantkg/m®)

inlet coolant-to-wall density ratio, T, — Tpi)/ Tw

surfaces are smaller than that of the first pass due to the oppogilgrarences

effects of the Coriolis and buoyancy forces.

2) The effects of the Coriolis force and cross-stream flow are
reduced as the channel orientation changes f@a90 deg to
B=135 deg. Thus, the Nusselt number ratios for g€135 deg
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Three-Dimensional Investigation
L. B. Y. Aldabbagh . . .
L s.t | Of @ Laminar Impinging Square
Mechanical Engineering Dept., JEt InteraCtion With cross-FIow

Eastern Mediterranean University,

G. Magosa, The flow and heat transfer characteristics of an impinging laminar square jet through
Mersin 10, cross-flow have been investigated numerically by using the three-dimensional Navier-
Turkey Stokes and energy equations in steady state. The simulations have been carried out for jet

to cross-flow velocity ratios between 0.5 and 10 and for nozzle exit to plate distances
between 1D and 6D, where D is the jet width. The complex nature of the flow field

A. A. Mohamad featuring a horseshoe vortex has been investigated. The calculated results show that the
Dept. of Mechanical and Manufacturing flow structure is strongly affected by the jet-to-plate distance. In addition, for jet-to-plate
Engineering, spacing of one jet width and for jet to cross-flow velocity ratios less than 2.5 an additional
The University of Calgary, peak occurs at about three-dimensional downstream of the jet impingement point. For
Calgary, AB, T2N N4, high jet to cross-flow ratios two horseshoe vortices form around the jet in the case of
Canada small jet-to-plate spacings[DOI: 10.1115/1.156181]5

Keywords: Heat Transfer, Impingement, Jets, Laminar, Three-Dimensional

Introduction used by Chuang et aJ4] to determine the flow characteristics

T . . . ?ssociated with an unsteady, compressible impinging twin slot jets
Impinging jets in a cross-flow are important in a number tween two plates coupled with cross-flow. The calculated results
engineering applications including tempering of glass, drying g P P ’

paper and textiles, and the cooling of the metal sheets, micrﬁ)-ow that several recirculating zones are distributed around the

electronic components and turbine blades. The impingement o ow field. Their size and location are closely related to the jet exit

jet on the surface of a plate results in the formation of a wall jete'ght above the ground, the nozzle spacing and the strength of

: : L : cross-flow. Kim and Bensofb] employed a turbulent model to
which flows radially away from the collision point along the plate’. . . . S .
imulate the three-dimensional impingement of multiple jets with

surface. The interaction of this wall jet with the free-stream resulls . o
in a complex flow field, which plays an important role in the ross-flow. Their results show that the row of jets in the cross-flow

. ; . is characterized by a highly complex flow field that includes a
cooling performance. Often, the jets are used in submerged arr Urseshoe vortex and two helical vortices whose secondary veloc-
for cooling large surface areas. In such cases exhaust from the y

upstream jets imposes a cross-flow on the downstream jets. Thé components are co-rotating in space.
P J P 1818, here is a considerable body of literature dealing with flow and

fore, a three-dimensional study of a single impinging jet through, 2 at transfer in laminar jets combined with cross-flow. Kercher

gross-f!ow may provide a baS|$ for undt_erstandlng the essenéésld Tabakof{6] measured the influence of spent air on the aver-
ynamics of the complex practical flow fields, which cannot bg e heat transfer to a square array of round jets in a semi-closed
predicted by two-dimensional simulations. g€ q y und
. L N I environment and concluded that increasing cross-flow decreases
The experimental and theoretical investigations on jets in cro

flow are mostly related with turbulent jets. Although many applzii-ﬁe heat transfer performance. Obot and Tragkbbserved that

) . . : . degradation in heat transfer with partial and complete cross-
cations mvol_ve_ tur_bulent jets, laminar Jets_are_a_lso encoqntergéewy for a given mass flow rate of air, is more pronounced as the
when the fluid is viscous or the geometry is miniature as in mj-

croelectronics. Several investigators have studied the effectmfmber of jets over a fixed target area increases. The numerical
: 9 r&5ult of Al-Saned 8] on single jet combined with cross-flow

cros_s-flow on the_ heat transfer characteri_stics of ‘”.‘pingi.“g turbgﬁow that a cross-flow degrades the favorable characteristics of
lent jets. Goldstein and Behbah4ti experimentally investigated impinging jets, and can reduce the nominal Nusselt number by 60

the impingement of a circular jet thrqugh a cross-flovy ona healt rcent. In addition, the local Nusselt number at a distance of one

g!ate. t‘l’heytr:‘ound tha;lt forda large Jet-ttk?-plate .spacmk? OI t12 I%et width downstream of the stagnation point is not affected by the
ﬁrlnefers e clrloss- ow ecrfegsest d'e m?xmum eﬁ ransi@al velocity profile of the jet. Kelso et a[9] by using the flow

while for a smaller spacing ot © Jet diameters, Cross-low Cafie jization techniques and flying-hot-wire measurements identi-

Increase the maximum h?at transfer. The impingement of conflnﬁ d the structure of round jets in a cross-flow for the jet to free-
single and twin turbulent jets though a cross-flow have been st ream velocity ratio from 2 to 6. Their results show that the flow

led experimentally and numerically by Barata ef{d} and Barata field of the jet in a cross-flow includes a horseshoe vortex origi-

[3]ntor ?Xg”t;'nﬁqtrl‘f lch_artaqt:zrlstlfs ofﬂvorn_arﬁ and u?"r;a?n floWS ting just upstream of the jet and a wake vortex system at the
generated by muiliple Jets in a cross-low. The experiments Weﬂgwnstream side of the jet. Flow visualization technique was used

performed using Laser-Doppler measurements for the jet exit, L ; ; A
jet diameters above the ground plate and for a velocity ratio b%'t Gogineni et al[10] to investigate the flow field induced by a

. ; in a cross-flow for a jet to cross-flow velocity ratio of one and
tween the jets and the cross-floyv of 30' Their results show tt%’c? Reynolds number 618 based on the width of the square jet.
presence of a complex three-dimensional scarf vortex form

around each impinaing iet and a fountain uowash flow due to Y reported that the fluid in the wake of the jet was mixed and
-~ pnging J ; ) p . l9r‘?51nsported by the counter-rotating stream-wise vortex pair that is
collision of the wall jets. A two dimensional numerical model wag .- 4 along the span-wise edges of the jet column

e o _ Although most of the industrial applications of the jets in in-
E-malil address: ibrahim.sezai@emu.edu.tr o dustry are in the turbulent regime, the three-dimensional nature of
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF . . . . X

HEAT TRANSFER Manuscript received by the Heat Transfer Division March 27the flow structure resulting from laminar jets in cross-flow is far

2002; revision received November 14, 2002. Associate Editor: M. Faghri. from being fully understood. Moreover, numerical simulation of
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Upper plate U=V=W=0 at Z=0, Z=A, except at nozzle exit,
715[,_,1 U=V=0, W=-1 at nozzle exit.
|51D Boundary conditions for temperature: if the fluid exits the domain
— v the first derivative of temperature is set to zero and if the fluid
jot — fl . . K .
—— Cross-flow ows from surroundings into the domain then the fluid tempera-
T _» — /1L ture is set to the surrounding temperature. That is
L )z ' At X=0 T=0
Yy Impingement plate
L g At X=A o
« L ) ST X

Adiabatic boundary conditions are imposed on the top, front, and
rear walls, except at the nozzles exit cross section where it was set
to be equal to that of ambient. The bottom wall is set to a higher
temperature than the ambient,

Fig. 1 Definitions of geometric parameters and the coordinate
system

impinging jets using different turbulence models lacks generality
owing to the absence of a very wide range of scales in the model.
The present work deals with laminar, three-dimensional, analysis
of a single square jet in a cross-flawig. 1).

The structure of the flow field and its effect on the heat transfer
characteristics are investigated numerically for Reynolds numbers
between 100 and 500 with jet to cross-flow velocity ratiBs,
from 0.5 to 10.

At Y=0, Y=A, 0

&_Y:

At Z=0 T=1

-
=0 except at nozzle exit

AL Z=A,

T=0 at nozzle exit.

Computational Scheme Method of Solution

The steady-state, three-dimensional, Navier-Stokes and energyhe governing equations are discretized by using the finite vol-
equations for incompressible flows in Cartesian coordinates arfie method in staggered, nonuniform grids. The grids are gener-
used for this study. The velocity and lengths are norated such that denser grid clustering is obtained in the vicinity of
dimensionalized by jet-exit velocity and jet width, respectivelythe jet in x and y-directions. In thez-direction a sine function
The buoyancy effect has been neglected. distribution is employed, yielding denser grids near the top and

The non-dimensional continuity, momentum and energy equaear the impingement plate. A grid independence test has been
tions for steady laminar flow with constant properties can be writnade for Re=300A,=1, andR=2.5 in order to determine the
ten as: effect of number of grids on the final results. The maximum dif-
ference between the result obtained by using>531x51 and

EJF ﬂ+ ﬂvzo (1) 201Xx101X51 grids is 2.66 percent for the local Nusselt number,
2. ) G4 which occurs near the exit section of the cross-flow. The differ-
JU U oU P 1 ence in local Nusselt number at the jet impingement is only 0.4
U—4+V —+W—=——+—VU (2) percent. The corresponding differences betweenx2lil x51
2N az X  Re and 151X75x35 grids is 27.7 percent and 0.73 percent. Hence,
N N N P 1 the 201101 %51 grid system is used for all runs. The solution
U—+V—4+W—=— —+ —V2Vy (3) domain inx andy-directions had.,=40D andL,= 15D respec-
axX Y 9z Y Re tively. QUICK schemeLeonard[11]) with ULTRA-SHARP flux
limiting strategy(Leonard and Mokhtafil2]; Leonard and Drum-
IW IW IW P 1 -
U—+V—4+W—=— —+ —V2W (4) mond[13]) was used to calculate the convection of a scalar term
ax Yy Jz dZ Re (¢) at a control volume face. The extra neighboring points result-
ing from the application of QUICK scheme is written as the sum
aT aT aT 1 - . . .
U—+V—tW—=——V2T (5) of the upwind face value plus a correction term involving the
axX aY dZ RePr

values from the previous iteration. The correction term is added to
where, T is the non-dimensional temperaturé-¢;)/(t,—t;). the source term in accordance with deferred correction procedure

Boundary conditions for velocities: the cross-flow velocity igLeonard and Drummonfil3]) so that the numerical stability is
assumed to have a parabolic profile at the inlet. The outlet bouriicreased, while keeping the seven diagonal structure of the coef-
ary is located far enough downstream for conditions to be suficient matrix. The Bi-CGSTAB(Van der Vorst[14]) iterative
stantially developed, accordingly the following conditions are imM€thod with SSOR preconditionir@aad[15]) is applied to the

posed at inlet and outlet of the cross-flow stream: pressure correction and energy equations in the sequential proce-
dure of the SIMPLEC(Van Doormaal and Raithbj16]) algo-

V=W=0 at X=0 rithm. An under relaxation factor of 0.8 for R&L00 and 200 and
U N W 0.7 for Re=300, 400 and 500 is used for momentum and energy
XTI ax =0 at X=A, equations in all calculations. Iterations are continued until the sec-
aJ J J

ond norm of the residuals for all equations are reduced below

. , . ) -6 Cnif ot ; ;
All walls are stationary and impervious therefore no slip boundaP . Where no significant variations are observed at this residual
condition are used for the front, rear, top and bottom solid wall§vel- i . ) )
except for thew velocity at the jet exit cross section at the top  The assumption of steadiness has been tested by including the

wall, where it is assumed to be uniform and is set to be equal i@ dependent terms in the code for two cases. One case is Re
unity. Hence, 00, which is the highest Reynolds number used in the study,

with A,=1, R=2.5 and the other is the case involving the highest
jet-to-crossflow velocity ratioR=10, with A,=1 and Re=300.

U=V=W=0  atY=0, Y=A,
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(c)

Fig. 2 Projection of flow lines on mid
and R=2.5 at jet-to-plate spacing (a) A,=2, (b) A,=4, and (c) ©)
A,=6

Xx-z plane for Re=200,

N
In both cases the unsteady simulations have been carried out using
a reduced number of grids, namely, 203125 in order to re-
duce the excessive computing time required. In both cases the(d)
flow reached steady state suggesting that the flow is steady for the
values of the parameters used in the study.

Results and Discussions

Air is used as the working fluid, having a Prandtl number of (e)
0.71. The analysis is performed for the following aspect ratio — . _ _ _
A,: 1, 2,3, 4,5 and 6. The jet to cross-flow velocity ratios use‘rE g.vsrti;rlqsrcglszn gég{%wnshn;s for(:)e X=_1240.‘(5): '?g)_ ?}jgg, RZE)Z')S(
are,R=0.5, 1.0, 1.5, 2.5, 5, 7.5 and 10. The jet centerline wasig g, (d) x=18, and (e) X=27
fixed at a distance of 150rom the entrance of the duct. The
distance from the center of the jet to the duct exit is fixed to be
25D in order to insure a fully developed flow at the outlet. The.
cross section of the nozzle is taken to be square and the velo
distribution at the exit of the nozzles is assumed to have a fl
profile. The cross-flow velocity at inlet is assumed to have a pa
bolic profile.

ly, corresponding to the case shown in Figc)2As soon as

jet exits from the nozzle, a negative pressure is induced around
1e jet, which drags the fluid from the surrounding into the jet,
orming a vortex on the periphery of the jéfig. 3(b)). Figure
3(c) corresponds to a cross section where the flow lines start at the
node shown in Fig. @). The node marks the separation point of
] o ] the upper pair of vortices near the top plate with the vortex pair

Figure 2(a,b, andc) shows the projection of flow lines of the formed in the horseshoe vortex at a lower elevation. Secondary
predicted velocity field on the mid verticad-z plane, for Re yortices can be observed on the outer edges of the horseshoe
=200,R=2.5 andA,=2, 4 and 6. The projection of flow lines onyortex atX= 18 (Fig. 3(d)). The flow structure in the wake of the
an x-z plane are obtained from the and W components of the jet can be better analyzed through projection of flow lines on
velocity vectors on that plane. At the upper plate the jet exits froffferent horizontal planes. The flow profile shown in Figay
the nozzle perpendicular to the free stream direction and thencirresponds to a horizontal plane passing through the node de-
deflects downstream away from the stagnation point. Upon irficted in Fig. 3(c). At this plane, which is close to nozzle exit, the
pingement a wall jet is formed on the bottom plate which spreadgoss-flow is deflected sideways by the penetration of the jet and

radially outward. The forward flowing wall jet interacts with thecause a recirculation region behind the jet column similar to the
cross-flow and forms a ground horseshoe vortex close to the im-

pingement plate, which wraps around the impinging jet like a
scarf. The horseshoe vortex is also observed in incompressible
turbulent circular single jet in cross-flo(Barata et al[2], Barata

[3], Abdon and Sundefi7]). At large jet-to-plate spacind&ig.

2(b) and 2(c))the jet deflection increases while the ground vortex
diminishes. For higher jet-to-plate spacin@dg. 2(c)), the jet is
bent under the influence of the cross-flow such that no wall jet cat
form in the reverse direction of the cross-flow at the bottom plate.

Flow Structure

As a result, a ground vortex cannot form in front of the jet. The(a) 10 15 =_5_' —30 b 3 25 30

deflected jet becomes almost parallel to the bottom plate and e>
hibits a behavior similar to that of a radial jet. Downstream of the
jet exit there appears to be a node which resides a short distan:
downstream of the edge of the nozzle from where the flow lines o
appear to be originating. The numerical simulation of a turbulent ¢
jet in cross-flow by Sykes et dl18] also showed a node down-
stream of the jet, although it was located at the flat wall. The
simulation, however, used a free-slip boundary condition at the, , 0
flat wall and took no account of the flat-wall boundary layer. The
node is also reported in the experimental study of Kelso €94l. Fig. 4 projection of flow lines for Re =200, A,=6, and R=2.5
for laminar and turbulent round jets in cross-flow. Figures 3 andah horizontal cross section at  (a) Z=5.4, (b) Z=4.2, (c) Z=3,
show the flow profiles at differeng-z and x-y planes, respec- and (d) Z=0.6

w
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Fig. 5 The three-dimensional plots of the W-velocity for Re
=200, A,=6, and R=2.5 at the horizontal cross section Z=1.8

vortex formed behind a cylinder in cross-flow. The node shown

earlier in Fig. 2(c)corresponds to the separation point from theig. 7 Projection of flow lines for Re =300, A,=1, and R=7.5

cross-flow at the backside of the jet columnXat 16.8, where the at vertical cross sections of (a) X=12.3, (b) X=13.5, (c) X

fluid flow is reversed. The counter rotating vortex pair, which iss15, (d) X=16, and (e) X=18

formed behind the jet, moves downstream together with the jet

core at lower elevationgigs. 4(b)and(c)). Close to the bottom

plate the vortices disappear and the cross-flow diverges away franess-flow direction corresponding to ca#f¢ in Fig. 6. The

the centerline towards the sidewalls. A carpet plot of the verticabunter rotating vortices in the horseshoe vortex are elongated

component of the velocity at the horizontal sectiorZat1.8 is downstream the cross-flow and finally andxat 18 they combine

shown in Fig. 5, where the jet has a single peak at the jet core aamt form a complex flow field with secondary vortices appearing

is deflected downstream from the jet axis. near the top and bottom plates. The flow lines at different hori-
The effect of the jet to cross-flow velocity ratiB, is shown in zontal planes corresponding to the céfeof Fig. 6 are depicted

Fig. 6 through the projection of flow lines at mid verticalz in Fig. 8. Close to the top plate an outer horseshoe vortex sur-

plane, for Re=300 and,=1. At this small separation distancerounds the inner horseshoe vortéxigs. 8(a)and (b)). For Z

between the jet and impingement plate the jet is deflected by the.5 the outer horseshoe vortex disappears and only the inner

cross-flow forR<2.5. The upstream wall jet interacts with thehorseshoe vortex wraps around the jet.

cross-flow and forms a horseshoe vortex close to the bottom plate

for R>0.5, which wraps around the impinging jet. The horseshddeat Transfer

vortex grows in size aR increases and &=5 it fills the whole

space between the platéBig. 6(e)). At higher jet to cross-flow

ratios two horseshoe vortices form upstream of the jet as shown in au,

Figs. 6(e, f, andg). Two horseshoe vortices have also been ob- h= — (6)

served by Fric and RoshKd9]in free jet flows close to jet exit W

plane through flow visualization, but at much higher flow velociand the local Nusselt number is defined in terms of the jet width,

ties (Re=3800 an®=10). The flow profiles in the larger horse-D, as

shoe vortex are shown in Fig. 7 at differgntz planes along the

The local convection heat transfer coefficient is defined as

Nu=— (7

where it is also equal to the non-dimensional heat flux and calcu-
lated from Nug,y)=dT/3Z|,. . At rather low jet-to-plate spac-
ings the Nusselt number may have four off-center peaks as shown
e in Fig. 9. The four off-center peaks in the Nusselt number distri-
=== = Ea : = bution curve also appear in th velocity profile (not shown),

%% 12 14 16 18 20 22

Fig. 6 Projection of flow lines on mid Xx-z plane for Re=300, Fig. 8 Projection of flow lines for Re =300, A,=1, and R=7.5
A,=1, and for jet to cross-flow velocity ratio (@) R=0.5, (b) R on horizontal cross section at (a) Z=0.9, (b) Zz=0.5, (c) Z
=1.0, (c) R=15, (d) R=25, (e) R=5, (f) R=7.5,and (g) R=10 =0.3, and (d) Z=0.05
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Fig. 11 Effect of Reynolds number on local Nusselt number
for A,=1 and R=2.5

Fig. 9 The three-dimensional plot of the Nusselt number for

Re=300, A,=1, and R=7.5

narrower cross section by the cross flow stream as observed from

o ) L ... Fig. 6. In practice loweR values are encountered for jets in an
which indicates that the jet velocity distribution plays a significanray system downstream of the central jet, where the fluid added
role in impingement cooling. The four off-center peaks are alsgy the upstream jets increase the cross-flow velocity. As the jet-
reported in laminar square single jet with small jet-to-plate spags.cross flow velocity ratio decreases to 1.5 the second peak of the
ing with no cross-flow by Sezai and Mohami@b]. It is interest- Nysselt number, downstream the maximum peak, decreases
ing to note that no such off-center peaks of the Nusselt numbgfypily. But a third peak appears at about B.5lownstream the
could be observed for the cases studied in this work when a pajg-axis, where the boundary layer formed by the wall jet on the
bol!c jet veloc[ty is used instead .of a flat prqflle. With the paraggitom plate gets thinner. F&=1, the second peak of the Nus-
bolic jet velocity profile, Nu exhibits a maximum value at theset number disappears completely, while the magnitude of the
stagnation point and sharply decreases to less than half of its vajygy peak increases. For the case where cross-flow velocity is
ata distance one Jet W|dth_from the stagnation point. After th_!j}reater than the jet exit velocityRE 0.5), the magnitude of the
point, Nu curve coincides with that of the uniform jet. The maxinysselt number decreases and its position shifts to abod@ 0.5
mum Nusselt number is about 100 percent higher when a paggjynstream the jet axis due to deflection of the jet by the cross
bolic jet exit profile is used. Previous results by others had showg,y The maximum Nusselt number is not a result of jet impinge-
the same effect8,21,22]. This is a result of higher velocity andyent since the jet is unable to reach the bottom plate at this point,
momentum of the issuing jet at the center for a parabolic profilg,; it results due to the squeezing of the cross flow by the jet
On the other hand the vortical flow structure formed around the j&kich forms a boundary layer on the bottom plafeig. 6(a)). A
is qualitatively similar to that of a jet with uniform velocity pro- gong peak of the Nusselt number appearX-a2.5, which
file. ) ) ) o corresponds to the position of the jet impingement on the bottom

The effect of jet to cross-flow velocity rati&, on the variation pjate. At low R values, the higher cross-flow velocities produce
of local Nusselt number along-direction at the mid-sectionY( |arger heat transfer coefficients at far downstream locations.
=7.5) is shown in Fig. 10 for Re=300 ami=1. For this small " The effect of Reynolds number on the variation of local Nusselt
jet-to-plate spacing, the magnitude of the local Nusselt number@fmper along-direction at the mic-z plane (Y=7.5) is shown
the stagnation point is found to be rather insensitive to the velgg; Fig. 11 for A,=1 and R=2.5. The jet stagnation areas are
ity ratio for R=5. For lower velocity ratios the maximum Nusseli|aayjy distinguishable as local high Nusselt number regions. Heat
number is higher. This is a result of the jet being squeezed intq@nsfer decreases steeper away from the stagnation point in the
upstream direction. For R€300 a small peak is formed at a lo-
cation upstream of the jet as a result of the interaction between the
upstream lower wall jet and cross-flow. The magnitude of the
local Nusselt number at the interaction point is expected to in-
crease more when Reynolds number is increased further. In gen-

16

R=0.5
14 - R=1 eral the local Nusselt number found to increases as the Reynolds
- R=15 numbers increase. The effect of nozzle-to-plate spacing on the
12 E=§~5 local Nusselt number along-direction at the midk-z plane (Y
R=7.5
10 s ~ R=10

TRERNT

Nu
[+2]

Co e by e e b e by L |

(=Y LU U L L AL L L L L

! 1 20 25 %0 % ° £ M0 1520 25 36 35 40
X X
Fig. 10 Effect of jet to cross-flow velocity ratio on Nusselt Fig. 12 Effect of aspect ratio A, on Nusselt number variation
number variation for Re =300 and A,=1 in x-direction for Re =200, and R=2.5
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P = nondimensional pressur@/pu?)
Pr = Prandtl number ¢/ «)
g, = local convective heat flux on the impingement
surface
R = jet to cross flow velocity ratioy; /U )
Re = jet Reynolds numbery;D/v)
t = temperature
T = nondimensional temperature,<t;)/(t,,—t;)
u,v, w = Cartesian velocities
u; = jet exit velocity (m/s)
U nondimensional Cartesian velocity, ¥adirection
(ulu))

Fig. 13 The three-dimensional plot of the Nusselt number for U = center line velocity of the cross-flow
Re=200, A,=6, and R=2.5 V = nondimensional Cartesian velocity, yadirection
(U/Uj)
W = nondimensional Cartesian velocity, zrdirection
=7.5) is shown in Fig. 12 foR=2.5 and Re=200. The location (w/uy)

X, ¥,z = Cartesian coordinates
X,Y,Z = nondimensional Cartesian coordinated),
y/D, z/D respectively

of the maximum Nusselt number is shifted downstream the jet exit
plane as a result of deflection of the jet by the cross-flow. For
A,=2 the local Nusselt number is found to have a second peak far
downstream from the jet axis. A carpet plot of the local NusseGreek Symbols
number showing the two peaks fé,=6 is depicted in Fig. 13. a = thermal diffusivity (m?s)
The first peak occurs at a distance abobDt &ownstream from the » = kinematic viscositym?s)
nozzle axis and is a result of deflection of the cross-flow towards p = density(kg/m)
the lower plate by the jet as observed in Figc)2 The second é = U, V, W,P, or Tfield
peak in Nusselt number is found aboutDlZownstream the ) T
nozzle axis where the deflected jet impinges on the lower plateSubscripts
j = jetexit

Conclusions w = wall
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This paper describes the heat transfer and flow characteristics of a single circular lami-
nar impinging jet including buoyancy force in a comparatively narrow space with a
confined wall. Temperature distribution and velocity vectors in the space were obtained
numerically by solving three-dimensional governing equations for the Reynolds number
Re(=u,,D/v)=400-2000 and the dimensionless spacg,#+h/D)=0.25-1.0. After im-
pingement, heat transfer behavior on the impingement surface is divided into a forced
convection region, a mixed convection region, and a natural convection region in the
radial direction. The local heat flux corresponding to these three regions was visualized
using a thermosensitive liquid crystal. Moreover, with the increase in Reynolds number,
Re, and dimensionless space, H, the recirculation flow on the impingement surface moves
downstream and its volume increases correspondingly. The Nusselt number averaged from
r=0 to the minimum point of peripherally averaged Nusselt number, Num, was evaluated
as a function of Re and H[DOI: 10.1115/1.1527901

Keywords: Analytical, Heat Transfer, Impingement, Jets, Mixed Convection, Visualiza-
tion

Introduction in response to pulsation, but that heat transfer is not enhanced.
é\_larayanan et al.17] designed a slot jet reattachment nozzle and
fer and local mass transfer. Recently, impinging jets are report est_igated the heat transfer _characteristics. Arjocu and Liburdy
to contribute to the cooling of electronic equipméat-3, film 18] discussed natqrqlly occurring .Iarg.e-scale structures and some
drying [4,5], and mass transfg] in a narrow space correspond-turbU|ent characteristics near the impingement s_urfac_e._Lee_et al.
ing to a compact facility with low power, low noise and lowl19] observed the local heat transfer for an ambient air jet with a

vibration. Therefore, the heat transfer and flow features of impinfjlly developed velocity profile and a uniform wall heat flux ther-
ing jets should be investigated in a narrow space. mal boundary. They obtamed_the relatlonshlp between Nusselt
There are many studies referring to local heat transfer in tifgimber and Reynolds number in the wall region. Meola ef28l]
flow direction in a large space for two-dimensional jets with six omeasured the coherent structures and recirculation current affect-
seven times the nozzle diameter. Gardon and Akfifét for ex- ing the distribution of heat transfer coefficients. They discussed
ample, measured the local and average heat transfer coefficidhgsspatial distribution and averaged values of the Nusselt number.
between an isothermal flat plate and impinging two-dimension8gn et al[21] measured the local Nusselt number of a confined
jets. Goldstein and Behbahal@] reported that in a large jet-to- circular air jet vertically impinging on a flat plate. They found that
plate spacing the cross flow diminishes the peak heat transtiee transition from the impingement region to the wall jet region
coefficient and in a small spacing the cross flow can increase tihepends on the nozzle diameter and that the Nusselt number is
peak heat transfer coefficient for an impinging air jet. Goldsteigue to the flow recirculation and mixing on the impingement sur-
and Timmerg 9] measured the heat transfer coefficient distribuface. EI-Glenk and HuanfR2] performed a heat transfer experi-
tion on a flat plate for either a single jet or an array of jet using ment using circular jets for various nozzle diameters. Both the
liquid crystal. Hrycak[10] correlated the stagnation point healocal and average Nusselt numbers within the jet diameters in-
transfer with space and Reynolds number on turbulent jet irireased with radial distance from the stagnation point. Behnia
pingement heat transfer for a comparatively large space. Streiglal. [23] simulated numerically the flow and heat transfer in
and Diller [11] developed an analytical model of entrained fluigircular confined and unconfined impinging configurations using
on the local heat transfer to a single plane, turbulentimpinging jefn elliptic relaxation turbulence model. They presented the effect
Kataoka et al[12] estimated experimentally that the large-scalgf confinement at very low nozzle-to-plate distances, and showed
structure of the impingement region becomes doubly-periodic diyt the flow characteristics in the nozzle remarkably affect the
to the alternate mplngemen_t of fa_lst-and'-slow moving core fluidssat transfer rate.
and the sway motion of the jet axis. Popiel and Tids| visual-  There have been some reviews published on the impingement
ized toroidal vortex initiation, vortex pairing and the fluid emra'nfneat transfer. Martifi24] systematically reviewed the heat transfer

ment process for a free and impinging round jet by the smoke WL 4 mass transfer of a gas impinging jet. Jamubunai2&hfo-

m?th.o?.' Saflad et aﬂlA;]‘obtalned tthe ﬂtowdapd h;ahat trzalntgfer %har'cussed on a single circular jet impingement heat transfer and the
acteristics for geometric parameters to denine the relationship l%%'rrelation for local heat transfer derived from the literature. Vis-
tween multiple jet systems and single jets. Sheriff and Zumbru

Qénta[ZG] examined the heat transfer characteristics of single and
nen [15,16] studied the effect of flow pulsation on local time- N : e g
averaged convective heat transfer to an impinging water jet, a%&ﬂtlpk% isothermal turbulent air and flame jets impinging on sur

An impinging jet can be applied to improve the local heat tran

indicated that the heat transfer distributions become more unifotRce > and the effective features_ for an impinging Jet. Webb a_nd Ma
1 demonstrated the theoretical considerations, along with the

hydraulic and thermodynamic char risti f the impinging lig-
Contributed by the Heat Transfer Division for publication in th®URNAL OF }éd.atu ¢ abdt e dqd%/ a dCfC a. atCteI st CS? tfteh P % 91iq
HEAT TRANSFER Manuscript received by the Heat Transfer Division December 1¢/10 J€ s,.su merged |ets and Iree je S n m.os or these references,
2001; revision received April 15, 2002. Associate Editor: C. Amon. the radial heat transfer and two-dimensional flow have been
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Fig. 1 Co-ordinate system

—gB(T—To) 4
evaluated. However, the heat transfer and flow of a circular imhere
pinging jet change in three-dimensional form, radially, peripher-
ally and vertically. S 21}3_“
In the present study, the heat transfer and flow of a single cir- " ar

cular impinging jet including buoyancy force in a comparatively
narrow space were analyzed numerically in three-dimensional —5 Jdv - u
form, and the temperature distribution and velocity vectors were Too= <V
visualized. The mean Nusselt number was expressed by a function

of the Reynolds number and the space between the nozzle and the . ow
impingement surface. Moreover, the local heat flux was visualized
by a thermosensitive liquid crystal and the flow by the dye-

injection method. o fav o N au )
Moo= T =Y o Y T rae
.. ow  Jdv
Description of the Problem Tgs= To9=V (ma )
Figure 1 shows the co-ordinate system used in the analysis.
Fluid impinges on the isothermal flat plate in a space with an &u aw
insulated confined wall and flows in the radial direction. The sys- Tar= Tz = V| o -t ar

tem is a three-dimensional circular coordindte 6, z) with a
confined wall designed to examine the three dimensional behaviolEnergy Equation.
of the fluid. The gravitational force is exerted along the negative
direction of thez axis. The nozzle diameter ©=20 mm, the
length of flow passage=240—-300 mm, and the circumferential
angle #/=0-90 deg. The computational domain was previoul
checked ford=0—45 deg, 0-90 deg, 0135 deg, and 0—360 defynere
In the case off=45 deg, the local heat transfer and flow were aT agT JT
affected by the peripheral boundary condition. However, in the =N—, Qy=N—72, 0Q,=\—
case off=90 deg, they were sufficiently equivalent to the results ar roe 9z
in #=0-135 deg and 0—360 deg. The space between the nozzlgtia| Conditions. At t=0, the fluid is distilled and the fluid
and the impingement surface is less than and equal to the noztéli%perature is 20°@93 K).
diameters =5, 10, 15, and 20 mmpeeded to obtain the heat
transfer and flow behavior in comparatively narrow spaces afterBoundary Conditions. At the nozzle exit, the fluid velocity
impingement. This model corresponds to the test section for thas a laminar fully developed distributioReynolds number from
visualization except for the radial length. In the analysis, th400 to 2000)and the fluid temperature is 20°@93 K); at the
buoyancy force was estimated by a Boussinesq approximatiémpingement surface, the fluid velocity is zero and the surface
which agreed wittp g within 10 percent at most under the presenemperature is 30°@303 K); at the exit of the flow passage, the
conditions. We considered the effects of temperature dependeaegond derivative of the velocity and temperature is zero; the up-
of thermal conductivity and kinematic viscosity because they aper wall is insulated thermally and the peripheral gradient of tem-
fected the temperature and velocity distributions compared wigierature is zero a#=0 deg and 90 deg where the flow slips. The
constant properties. unsteady three-dimensional governing equations were solved nu-
merically with the control volume method. The velocity and pres-
sure were obtained by SIMPLE algorithf28] and the QUICK
scheme with the third order upper wind metH@9] was imple-

¢9T+¢9ruT+¢9vT+awT _¢9rq,+aqt,+é’qZ .
Plat o Traet o) T Trae T ©

Numerical Analysis mented to calculate the convection flux through the cell face of a
The governing equations are as follows: control volume. The number of meshes were 15%6(90(6)
o ) X 10(z). The time stepAt was 0.005 sec for numerical stability.
Continuity Equation. Solution accuracy was studied from solutions on successively re-
fined grids. The root mean square error defined by Fletc3@}
aru Jdv Iw was less than 0.05 for a grid employed to predict the velocity and
Yor + o0 + 0z =0 @ temperature. The numerical results were evaluated at steady con-
ditions. Heat transfer and flow characteristics in the transient pro-
Momentum Equations. cess will be reported in a subsequent study.
Journal of Heat Transfer APRIL 2003, Vol. 125 / 251
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Experimental Apparatus for Visualization

Figure 2 shows the experimental apparatus for visualization.
Water as a working fluid flows from a constant temperature water
bath to a circular nozzle via a flow meter. The circular nozzle
(inner diameteiD =20 mm) was made of transparent acrylic ma- 300 B
terial and had an entrance length of 1000 mm. Flow was almost HIE i
fully developed at the nozzle exit. The size of the impingement 250 [iiinsm b i 2 to 28
surface made of aluminum was 330 mm in diameter and 15 mm B e 26 14
thick. A rubber heater with a maximum power of 2 W/cmas 3
placed at the back of the impingement surface. Seven thermo-
couples indicated that the impingement surface temperatures were _.
almost uniform(within 0.2 K) because of the high thermal con- B 150
ductivity (237 W/mK at 300 K)and the large heat capacity of "
aluminum. A kiralnematic-type thermosensitive liquid crystal
sheet was set on the impingement surface. Four halogen lamps
with infrared cut filters were placed at a height of 400 mm and a
45 deg angle to illuminate the liquid crystal sheet. The sheet con- 50 =
struction consisted of a protective film, the liquid crystal layer and i
a black film. A temperature difference was generated by setting a o I :
thermal resistance layer between the uniform temperature wall 0 50 e 150 200 260 300
and the liquid crystal31]. As a result, this temperature difference r(am)
distribution corresponded to the local heat flux. The thermosensi-
tive temperature region of the present liquid crystal ranged from
28°C (301 K)to 34°C(307 K), and the temperature resolution and

° o : ; ig. 3 Velocity vectors and temperature distribution near the
accuracy were 0.05°C and 0.1°C, respectively. Flow was visual¥ _ . Ry o
ized using the dye injection method. ﬁleated wall (h=10 mm): (a) Re=400; and (b) Re=1000.

Toaperatuts (G
ird

100

Numerical Results and Visualization

Effect of Reynolds Number. Figures 3(a)and (b) show the =1000, the two-dimensional forced convection region and the
effect of Re for temperature distribution and velocity vectors ne@mansient region expand in the radial direction. The Richardson
the heatedimpingement)surface at the space=10 mm. The number & Gr/Ré) near the transition region was about 80. This
temperature at one mesh away from the impingeme&nis agrees with the value Incropera et E82] obtained experimen-
expressed, tally for mixed convection in a parallel plate duct.

o Numerical results were compared with experimental results by

T=Tw=(qs/\) ©) visualization using the thermosensitive liquid crystal shown in
whereq is the local heat fluxg one-mesh away from the impinge-Fig. 4. For Re=400 andh=10 mm, fluid from the protruding
ment surface, andl the thermal conductivity of water. Therefore,nozzle in the figure impinges on the isothermal plate and flows in
T corresponds t@. Consequently, the color distribution near thehe radial direction. Color distribution changes coaxially from red
impingement surfacéone mesh awaypresents not only tempera-at r=0 mm to green at =50 mm. The dark green and yellow
ture distribution, but also heat flux distribution. The color redreen thereafter appear alternately and peripherally. These corre-
means low temperature, namely, high heat flux, while violet indspond to the two-dimensional forced convection region and the
cates high temperature, namely, low heat flux. The positie® three-dimensional mixed convection region, respectively. For Re
denotes the area beneath the nozzle. In the caseefi& after =1000, the transition from a two-dimensional forced convection
the fluid impinged on the heat transfer surface, its flow directioregion to a three-dimensional mixed convection region appears as
changed perpendicularly. The color distribution ranges coaxialdydark green area and expands in the radial direction.
from r=0 to r=60 mm and denotes two-dimensionality, where Figure 5 shows the rising and falling flows in a mixed convec-
forced convection is dominant. After that, thin blue lines and widgon region by flow visualization at Re400 andh=10 mm. A
pink lines appear alternately in the peripheral direction, whigblane figure of the parabolic behavior of the flowrat 70 mm is
indicates three-dimensional behavior. This is a mixed convectiobserved from the exit. Peripheral convex and concave flows can
region composed of rising and falling flows. The thin lines denotee seen alternately. This agrees well with the behavior of the
upward motion from the high temperature surface and the thickixed convection region in the numerical results and the heat flux
lines the downward motion of the cooler fluid. In the case of Résualization(Fig. 3 and 4).
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. Fig. 6 Velocity vectors and temperature distribution across
the r—z section (0=45deg): (a) Re=400; (b) Re=1000; (c)
{a) Re=d400 Re=1500; and (d) Re=2000.

fluid flows downstream. For Rel000, a large recirculating flow

on the upper wall expands, and a small recirculating flow on the

impingement surface moves downstream, corresponding to the
transition from the forced convection region to the mixed convec-

tion region.

Figures 7(a)and (b) show the peripheral velocity vector and
temperature distribution, respectively, rat 160 mm. The rising
thin line and falling thick line exist as a pair. The number of pairs
does not depend on Re.

Figure 8 shows the peripherally averaged Nusselt number Nua
as a parameter Re fér=10 mm. Nuais defined by

Famgle} o
o) ,.:.....'-|...:..:-a-.:.'-.'.'-.-... |
3] Re=1000 LE] '] i = 3 az ™ - 32 - -
ke |
Re=1001 @,
Fig. 4 Heat flux visualization by thermosensitive liquid crystal P 5 T4 i b T Tl |
(h=10 mm): (a) Re=400; and (b) Re=1000. X . m . b LA .
Ro'l!{llil-l 0 ! I | .E_.::-\:-
) L] 10 = » 4 -, - n - - : :': 2
Figures 6(a),b), (c) and(d) show the temperature distribution o .} Bk
and velocity vectors irfr,z) cross section fop=45 deg at various ~ **_ * T ] | Fes
Reynolds numbers. A coordinate,¢)=(0,0) denotes the nozzle  ,, ™+ w = = & _w = » 2w m
center andz= — 10 mm the impingement surface. For-R€00, a !

recirculating flow is generated on the upper wall, and the floy - Velocity vectors and temperature distribution across
near the impingement surface is accelerated. The fluid tempera 60—z section (r=160 mm): (a) Re=400; (b) Re=1000; (c)
near the impingement surface increases slightly because of te-1500: and (d) Re=2000.

rising flow due to a bouncing phenomenon. From80 mm, the

40 e
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30

NUa 20
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0
0 50 100 150 200 250 300
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Fig. 5 Flow visualization across the ~ #—z section (h=10mm, Fig. 8 Peripherally averaged Nusselt number along the radial
Re=400) direction (h=10 mm)
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Fig. 9 Velocity vectors and temperature distribution near the
heated wall (h=20 mm, Re=1000) . .
~150 mm and behaves irregularly. Figurega)?2(b), (c), and(d)

simultaneously present the peripheral temperature distribution and
velocity vectors atr =150 mm. The fluid ascends and descends

m

z Nui across the section froth=5 mm to 15 mm. At k=20 mm, the

= ] periodicity of the peripheral rising and falling flow disappears and
Nua=T (7) three-dimensional instability can be seen.

Figure 13 shows the peripherally averaged Nusselt nuibar
Nuatakes the minimum corresponding to the small recirculatinigp the radial direction for various spaces at=R00. The peak
flow on the impingement surface as shown in Fig. 6, and peaksvaiue of Nua decreases with an increase in the space and the
the fluid reattachment position. These positions move dowmaximum moves downstream. In the case ldD=0.25
stream, and the absolute values increase with the increase in Re.
However, at Re=2000, though the absolute value decreases, the
variant width ofNuaincreases, meaning that the longitudinal gra- e
dient of theNuaweakens. The increase Wuaat the exit is due to = I

the backflow of low-temperature fluid. . ¢ w om w ”"",;,,;','" e n m w

Effect of Space Between Nozzle and Impingement Surface. |, " ol
Figure 9 shows the velocity vector and temperature distribution at, . e My
h=20 mm and Re=1000. The average velocityhat20 mm is T e e
less than that ai=10 mm because of the large space. The alter- _ *=_ { |
nate peripheral stripe lines do not appear, and the flow moves E s ® O EHE e s s W o= m
from the forced convection region to a flow region dominated by p s »
natural convection with the increase in temperature. Visualization ...
was done using a thermosensitive liquid crystal in this condition , — -m
was performedFig. 10). The coaxial structure can be seen be- T 1 T
neath the nozzle, but the stripe structure does not appear clearly.

Figures 11(a)(b), (c), and(d) show the radial isothermal line Fig. 12 Velocity vectors and temperature distribution across
and velocity vector for various spaces at=RE)00 andg=45 deg. the #—z section (r=150 mm): (a) h=5mm; (b) h=10 mm; (c)
The small recirculating flow on the impingement surface movet=15 mm; and (d) h=20 mm.

downstream. Ath=20 mm, the recirculating flow on the upper 40
wall increases in size, but the small recirculating flow does not
appear on the impingement surface. The flow rises freni140 35

30

25

NUa 20

15

10

5|

S SRS S IR AT S

0 50 100 150 200
1 (mm)

Fig. 10 Heat flux visualization by thermosensitive liquid crys- Fig. 13 Peripherally averaged Nusselt number along the radial
tal (h=20 mm, Re=1000) direction (Re=1000)
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50 convection region, streak lines due to rising and falling
flows peripherally appear on the impingement surface.
2. In the constant space between the nozzle and impingement
Num = 7.62 Re®” H -** surface, a small recirculation flow on the impingement sur-
face moves downstream with the increase in Reynolds num-
ber. Downstream of the recirculating flow, the streak lines
S appear in the mixed convection region. The average Nusselt
number depends on R¥.
3. At a constant Reynolds number, a recirculating flow on the
A impingement surface moves downstream with the increase
of space. However, in a large space the recirculating flow
does not appear clearly, and the forced convection region
moves directly to the natural convection region. The average
Nusselt numbeNumdepends ont/D) ~°3%

Nomenclature

40
30
Num

20

10

LI B Sy B B B S M B M S St A RS R B B B B B

Cp = specific heat at constant presspidgkg K)]|
P VA N R SR AR AR W D = nozzle diametefmm]
1 2 3 4 5 6 h = space between nozzle and impingement surfata]
Reo7 H -0 H = dimensionless spacel=h/D
(Nu) = Nusselt number, Nu=wD/\
Fig. 14 Averaged Nusselt number Nua = peripherally averaged Nusselt number, EQ.
Num = mean Nusselt number, E¢B)
p = pressurdPa]
r, 6, z = circular coordinate
=5mm), the second peak ®ua appears at =140 mm. This Re = Reynolds number, Reu,,D/v
depends on the impingement of low temperature fluid on the im-  t = time [sec]
pingement surface. In the case lfD=0.5, 0.75, and 1.0, the T = temperaturé°C, K]
second peak is due to the backflow from the exit. To = fluid temperature at nozzle efitC, K]

Average Nusselt Number. The effective region of an im- ~ Tw = impingement surface temperatf€, K]
pinging jet is assumed to be the two-dimensional forced convec- Um = average velocity at nozzle e>2{|m/sec]
tion region from the center of the nozzle to a small recirculation @ = heat transfer coefficiefV/(m” K)]
flow on the impingement surfaceNua is averaged fromr coefficient of volume expansidii/K]

(=]

=0 mm to the minimum point oNuain Fig. 8 and Fig. 13, and & = one-mesh sizémm] _
the Nusselt numbeKumis defined by A = thermal conductivity of fluidW/(mK)]
| v = kinematic viscosity of flui{m%sec]
) p = density of fluid[kg/m’]
2 Nuai
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encnsia | 1€ Transfer ina High
e Turbulence Air Jet Impinging Over
Roundrock, TX 78682 - n
a Flat Circular Disk
M. Ganesa-Pillai
5505 Stonehenge Drive, This study concerns the flow and heat transfer characteristics of a turbulent submerged
Richardson, TX 75082 circular air jet impinging on a horizontal flat surface when free stream turbulence exceeds

20 percent. The turbulent fluctuations of the free stream velocity are the primary aerody-
namics influencing heat transfer. Two regions with distinct flow characteristics are ob-

Kendall T. Harris served: the stagnation region, and the wall-jet region. According to the linear form of the
energy equation, the surface heat flux may be decomposed into laminar and turbulent
A. Haji-Sheikh components. An inverse methodology can determine the turbulent component of the heat
transfer coefficient in the stagnation region and in the wall-jet region as a function of the
Department of Mechanical and Aerospace root mean square value of the fluctuating component of velocity in the bulk flow direction.
Engineering, [DOI: 10.1115/1.1469523
The University of Texas at Arlington,
Arlington, TX 76019-0023 Keywords: Analytical, Boundary Layer, Conjugate, Flow, Forced Convection, Heat
Transfer, High Temperature, Impingement, Inverse, Jets, Laminar, Thermal, Turbulence,
Unsteady
Introduction [7], Blair [8], and Hancock9] on the effect of free stream turbu-

Impinging jets are often used where high rates of heat trans{_lgpce on heat transfer show a complex relation between the local

TR . eat transfer and turbulence parameters.
are recommended. A jet impingement device can produce a flow

field that can achieve relatively high local heat transfer rates ov: Méatcffjef\r/ések's?rgix?E%(uﬁgglggegnauﬁnﬁegnSZL;?eftggﬁéﬂ?ent
a sqrface area to be coole(_j or hegted. One major qppllcatlon .Ofé‘\e/gr a flat plate. Using data from various independent sources
Impingement is in electronic cpollng. Other mdust_rlal uses of im; ncluded “the free stream turbulence of 20 to 60 percent inten-
pinging air jets include tempering of glass, annealing of metal a@ﬁ

plastic sheets, drying of paper and textiles and cooling of turbi y results in Stanton humber 1.8 to .4 times that would be pre-
blades. Due to the many industrial uses for impinging jets exte?ﬁcted locally using accepted correlations for turbulent boundary

sive research has been conducted to understand the heat tra;%?lers at the same enthalpy thickness Reynolds number”. In an
{

characteristics. The heat transfer rate to or from a jet impingi C(%mpanylng paper, Maciejewski and Moffai] theorized that

. . . Stanton number, Stithin an error band of- 15 percent, is a
onto a surface is a complex function of many parameters: Nussvevgak function of the Reynolds number but depends on the Prandtl

number(Nu), Reynolds numbefRe), Prandtl numbe{Pr), non- number by the relation

dimensional nozzle-to-plate spacing, (D), free stream turbu-

lence intensity(Tu), and non-dimensional displacement from the (Tu=-0.1)\?
stagnation pointr/D). A majority of reported studies that con- St/f(Pr=0.024+0.012 exp— 0.055

sider the effect of these parameters on the heat transfer rate focus 06 2
on a region extending a few nozzle diameters from the stagnation f(P=Pr%  Pr>3

point. =0.75, Pr=0.71

Bollen [1] and Zapp Jr[2] reveal that over a wide range of . )
turbulence intensities and Reynolds numbers the heat transfer\ilereu’ is the maximum value of the root mean square of tur-
creased with an increase in turbulence intensity. Kestin aflent fluctuations within the boundary layer in the bulk flow
Maeder[3] show that a change in the intensity of turbulence in thdirection, with Tu the corresponding turbulence. When the local
free stream affects the local rate of heat transfer. Their results al®at transfer coefficient is’=h, then St=h/(pCyu’) is the
show that the local heat transfer can be strongly influenced by tigbulence Stanton number, According to E2), when Tu>0.2,
transition to a turbulent boundary layer. Mariid] contributed there is a nearly linear relationship between the local heat transfer
extensively to the literature on submerged jet impingement and @igefficient,h, andu’. This approximate linear relationship be-
heat transfer characteristics by compiling experimental data frdmeenh andu’ is
various studies that have lead to many correlations. The effect of St =h/(pC,u’)=constant 3)
free stream turbulence on heat transfer from heated cylinders_in . .
cross flow is reported by Lowery and Vachgi] where, at the |Nne study by Maciejewski and Moffdtl0] was based on flow

stagnation point, the heat transfer is related to the turbulence f¥€" @ flat plate with uniform thermal boundary conditions.
tensity by According to Eq.(2), for a given Pr, the turbulence intensity

locally sets the heat transfer coefficient and there is no parameter
describing the flow geometry. Al-Salam et &l2] studied the
Nu/Ré"?=0.686+0.043TuR&? 0<TuReé’?<10 (1) effect of free stream turbulence on heat transfer in stagnation flow
where the heat transfer coefficient has a strong laminar compo-
nent. They summarized their high turbulence data and those from
Further research by Simonich and Bradsh#®j; Pedisius et al. Hoogendoori13], and Lowery and Vachdi®] to conclude that,
instead of the local heat transfer coefficiemt,its turbulent com-

Contributed by the Heat Transfer Division for publication in tt@uBNAL oF  ponent,h’=h,,, is a function ofu’,
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 28, o1
2000; revision received November 2, 2001. Associate Editor: M. Hunt. hu=2261—e %) (4)

Journal of Heat Transfer Copyright © 2003 by ASME APRIL 2003, Vol. 125 / 257

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



When Tu>0.2 and Pr=0.71, E€) yields St=0.018, while un- Air Jet
der the same conditions, E@) yields St=h'/(pc,u’)=0.019 at od s s
the lower range ofi’ and at a mean temperature of 300 K. This is B. C. of 2™ kind
well within the =15 percent error band for Eq2). Even for

turbulence exceeding 20 percent, it can be deduced from these

studies that, for flow over different-shaped bodies, the primary z=bh —
aerodynamics that influence the heat transfer are due to the maxi-

r,=0.127 m

1]

mum turbulent fluctuationy’, in the boundary layer. 0.0127 m
The objective of this work is to investigate the effectufon z=0

the heat transfer coefficient and to ascertain if modifications are T

necessary for different flow dynamics. The flow regime selected ypgulated

for this study is a single-phase turbulent jet of air normally im- Surface

pinging on a flat circular surface. Because of the spreading of the B. C. of 2™ kind

fluid, away from the stagnation zone, this provides a different flow
dynamics than in reported cases leading to Egsand(4). The Fig. 1 Schematic of the 304 stainless steel geometry and
heat transfer coefficient has a relatively large laminar componemtundary conditions
at the stagnation point and gradually decreases as the radial dis-
tance increases.
It is desirable to have a test model maintained at a constant
temperature that would provide an accurate measure of the surface

heat flux at various locations. Since, this is not easily attainabletp,q experimental model selected to study heat transfer is a

for a large, surface, an alterative method is employed. A tesk3n4c stainless steel disk of radiug= 127 mm(5 inches)and
model is constructed and temperatures are measured interngly, \occpn— 1o 7 mm(0.5 inch). The disk is insulated around the
near the surface of the test model. The interior temperature dg Pcumference, and at the bottom. Polyethylene foam materials of

are analyzed by an inverse technique in order_to_prowde the lo&:/%lry low thermal conductivity thermally insulate the bottom sur-
surface heat flux and surface temperature within the stagnation

and the wall-jet regions. The inverse heat conduction method i age and the edges. Type-T thermocouples are located at six radial

non-intrusive method of calculating both the surface heat flux a Qf:atlons to measure the internal temperatures. '_|'he thermocouple
surface temperature because there is no measurement probe OH%%S are ‘.j””ed fr_om the bottom surface of the disk, at the center,
surface to impede the surface phenomena. The thermal bounci{ @t radial locations of 12.7 mm, 25.4 mm, 38.1 mm, 63.5 mm,
conditions of the surface are non-uniform. Initially, the disk i€1d 114.3 mm. All the thermocouples are at an axial location of
heated 30 to 40°C above ambient temperature and then coofégll-94mm, i.e., 0.76 mm below the top surface. The top sur-
down by the air jet. The temperatures at interior sites within tHgce of the disk is exposed to the impinging jet. Figure 1 gives a
disk and flow rate are collected at predetermined time intervafchematic of the test disk with the geometry and boundary condi-
For any uniform nozzle flow rate, the inverse technique yields tii#ns used for the calculatiorisiote that, for clarity, the thermo-
local heat transfer coefficient and a hot wire anemometer provide@Uples are not shown

experimental data consisting of the mean and fluctuating velocity The gauge pressure for an external air supply is set to 310 kPa,
components of air. to obtain the desired flow rates. A heater is held against the top

surface of the test disk to heat the surface. The temperatures are
monitored as the disk is heated and, once a pre-determined tem-
Experimental Setup perature is reached, the heater is removed and an insulating pad is
used to cover the disk surface. The temperatures are allowed to

tudies. The first stud ; techni 1o determi Ebilize, so that the six thermocouples record a nearly uniform
studies. The nirst study uses an Inverse technique to aeterminé perature. The top insulation is then removed, the impinging air
local heat transfer coefficient from the measured temperat <

within a test model. The second experimental studv uses a ¢ (?_hits the surface, and the specimen is cooled to the desired
C P . Study Qmperature range. The temperatures at all internal locations are
stant temperature hot-wire anemometer to identify the local me

locity. T and th t f its fluctuations ?@corded, and the surface heat flux and temperature are deter-
b i ) : ' mined from these measurements e inverse heat conduction
ve:u y,u an e r0(t) rfrf1ean squarle ?I |sf ulg ua Ioutl)l f d f th ts by th heat duct
n Impinging air jet olfers a simple tlow field capable o .ger.]'method, which is discussed in the next section.
erating very high local turbulence. The mean velocity is distrib- The velocity and turbulence in the stagnation zone, and in the

uted across the jet from a maximum value on the centerline 1Q 3, :o " rogion are measured using a three-channel, constant-
zero value in the surrounding air. The turbulence intensity in- ! !

creases dramatically near the outer edge. A relative turbulelﬁgperature hot-wire anemometéDANTEC Model 56C:.L7
intensity of up to 50 percent, based on local mean velocity, ¢ A.)' AIFhough the t_urbulence g'em_arated by the_flo_w under inves-
easily be found. A variable velocity air jet facility produces awidillgatlon is anisotropic, the qualitative charactgrlstlp_s Of. the_ flow
range of local mean velocities and turbulence intensities. THEA! the hgat transfer surface allqw some simplification in the
present experiments are conducted by placing a non-isotherfdg/odynamics. In the present experimeritcan reasonably char-
heat transfer surface under a turbulent jet that is impinging on tfterize the state of all three components of the turbulent fluctua-
surface. The test surface is located at a distance of 10 nozBfds in the free stream, as suggested by Maciewjewski ¢1@].
diameters downstream of the jet exit plane to ensure a monotonfee Velocity signals received from the anemometer are passed
variation of the heat transfer coefficie®ardon and Akfirat, through an analog-to-digital converter to data-acquisition software
[14]). For all the experiments described below, the disk is alignédgt analyzes this data and calculates mean-veloaitigs,, in-

with the centerline axis of the jet. The jet stream is produced by &nsity of turbulence Tu, and’. All velocities and turbulence

air jet system(Model PAC-71C-23, FTS Systems, lhavith a measurements are taken at atmospheric pressure and ambient tem-
holding arm used to position the flow. The circular jet nozzle hagerature of 25°C. The hot-wire anemometer probe is attached to a
an inside diameter of 11.176 m(0.44 inch). The system has atraversing mechanism that allows radial and axial positioning. In-
temperature controller and uses a variable flow rate to proviggantaneous velocities and their fluctuating components are mea-
uniform flow. Three volumetric flow rates are selected for theured at a sample rate of 1/2 kHz, consisting of 8192 samples. The
experiments: 2.24 fis™%, 3.30 ns ™%, 4.13 n¥s ! and are set by velocities and turbulence properties are measured at eleven radial
using the flow rate controller on the air jet system. and different axial positions for three flow rates.

The experimental setup is designed to perform two concurr
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Inverse Heat Conduction Analysis of q(r,t) is not known a priori. The total number of functions that
describe the heat flux at the top surfaceviss M;M,=16. Sub-
tltutlng these profiles into Eq(7) and integrating in the
edlrectlon results in the foIIowmg expression:

The inverse heat conduction probldéirlCP) refers to the pre-
diction of the boundary conditions or thermophysical propertle
from the solution of the conduction equation and the temperatur
history at some internal sites. Here the IHCP is solved to calculate
the temperature and heat flux on the surface. The fundamentals of o(r,z,t)= E CiF;j (10)
inverse heat conduction are discussed in Beck efldl]. The =1
governing equation and the boundary conditions for the geometiy,qre
that is being discussed are given by

a t
#T 19T #T g 14T Fi(r zt)=—J dr{G,(z,t|z',7)|, —p}
I I j 14y k z\ &y , z'=b
oo 922k aadt ®) 0
To
T 2 (r! ’ ’
kE:o atr=0 and r—r, Xfo Gi(r,tr’, ) fj(r,7)2ar dr (12)
JT The functionF;(r,z,t) on the right-hand-side of E¢10) can be
K—=0 atz=0 evaluated for eaclfi;(r,t). If the temperature measurements are
oz ©) taken atN time instants, there will b& equations for each loca-
JT tion, totaling toK =N X L equations. EquatiofiL0) is numerically
—k—=q(r,t) atz=b calculated so that the firtt equations represent the temperature at

N time instants for the first thermocouple location, the nisixt
T(r.20)=T e_quations for the next thermocouple,_and so on until tieloca-

e o tion. Then, the matrix form of Eq.10) is
These equations assume that the temperater@&(r,z,t) is inde- F.C=0® (12)
pendent of the angular coordinate. This is justified since the jet is
circular, nearly uniform, and hits the disk at the center. The diskhere® and C are KX 1 andM X1 vectors and- is aKXM
material is assumed to be isotropic; therefore, the thermal condueatrix. This set of equations is solved by the method of least
tivity k is independent of direction. The paramejeepresents the squares to provide the vect@ras
heat generation per unit volume that includes the surface heat flux. C=(F"-F)~ 1 (F.0) (13)

The solution to Eq(5) is
o(r,z)=T(r.z,t)— Once thec;'s are calculated, the heat fluyr,t) atz=b can be
" determined from Eq(8). A measure of a good fit is the standard

deviation of the error given by
f ffe(rzm z7) (@-F-C)T-(®—F-C)

(14)
x{q(r’,7)8(z —b)}x2mr'dr’'dzdr  (7) K
This measure is equivalent to the root mean square of the error

where G(r,zt|r’,z',7)=G,(r,t|r",7)XG,(z,t|z',7) is the .
Green’s fu(nctio|n for thg gec;r(net|ry in)Fig. Z1(an|d its)boundary cofpetween the measured temperatures and those obtained from the
ditions. The Green's functions are taken from Beck ef8], Eq solution of the direct problem at those locations. A low valuerof

(X22.3) for G,(-) and Eq.(R02.1)for G,(-)) is indicative of the robustness of the inverse estimation of surface
. 4 . . O)F

The next step is to assume a profile for the unknown heat fllijS?at flux.
q(r,t). A linear combination of polynomials im andt would
suffice, i.e.,
M, XM, Results and Discussion

q(r,t)= ]21 ¢if; (®) Hydrodynamics of the Impinging Flow. A turbulent axi-
symmetric air jet impinging normal to the surface of a disk pro-
where duces the flow field. Since the diameter is large compared to that
f=ri-lj=1,...M of the jet exit diameter, the flow field is subdivided into different
J ’ rers regimes. Based on the flow characteristics, as shown in Fig. 2,
fj:rj*(Mfrl)xt’j =M;+1 M, three regions are identified) The free jet region develops from
. the exit of the nozzle and becomes turbulent at latgéD; (ii)
fi=rim M2 j=2M, +1, ... 3V, (9) The impingement or stagnation region, where the strong interac-
. . tion of the jet with the surface produces a deceleration as it ap-
proaches the surface, resulting in an increase in pressure. This
helps to form and stabilize the hydrodynamic and thermal bound-
ary layer. The flow then changes direction and starts accelerating
The maximum number of spatial functions permitted should naivay from the stagnation poirttii) The wall-jet region where the
exceed the number of locations at which the temperature is mélaw leaving the stagnation region begins to decelerate in a direc-
sured. When the number of functions approaches this maximution parallel to the targeted test surface. It is also termed the par-
the solution tends to be more oscillatory about the true solutioallel flow zone. In the wall-jet region, the deceleration of the mean
Based on this guideliné/l;=4 andM,=4 are chosen for the top velocity helps the transition to turbulence to occur generally at a
surface where heat flux changes rapidly. The choicéMe=4 distance 1.2Dfrom the stagnation region, whereas the stabilizing
means that four spatial functions describe the heat flux at the teffect of acceleration helps keep the boundary layer laminar in the
surface, including the constant, i.e., a cubic variationdr,t)  stagnation zone, Kestin et 48]. Moreover, the transition is trig-
with r. Note that the temperature is measured_at6 locations gered by the disappearance of the pressure gradients that exist in
near the top surface. Alsd/,=4 is chosen to recover the truethe vicinity of the stagnation point and serve to stabilize the lami-
variation of the boundary condition with time since the behaviarar boundary layer, despite the presence of high local turbulence

fj=rl " (MMamDED M= = My (M= 1) +1, .. .M XM,
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Fig. 4 The u and u’ profiles at r/D=5.68 and for Re ,=23,700
and Re ,=29,600
than for the higher Reynolds numberjRe29,600. A similar trend

is observed at other locations; Fig. 4 showsndu’ profiles at
r/D=5.68 for Rg=23,700 and 29,600. Figures 3 and 4 demon-
d=0.254m strate the growth and spreading of the boundary layer, measured at
two radial locations and for three Reynolds numbers. The mean
Disk velocity profiles show the effect of wall friction on one side and
) ) ] ] jet mixing on the other side. Also, they show that the valueof
Fig. 2 Schematic of flow developing from a nozzle and im- is nearly constant inside the boundary layer whereas the mean
pinging on a surface radial velocity,u, increases witlz, attains a maximum within the
boundary layer, and then reduces. However, hidtandu mono-
tonically reduce ag increases. The radial velocity and are
levels in the free stream. Thus, it is only at the outer edge of tiieund to have their highest values near the impingement surface
jet deflection region that conditions are conducive for a transitidor all Re, values.
to a turbulent boundary layer. The boundary layer was traversed to obtairandu data simi-

The experiments are carried out at three values of the me@g to those in Figs. 3 and 4. The velocity data are summarized in
velocity at the jet exit nozzlew,=22.9ms*, 33.7 ms*, and Figs. 5 and 6. The maximum value af, within the boundary
42.1 ms*. The corresponding values of the Reynolds numbeyer, is plotted in Fig. 5 for all the Reynolds numbers mentioned
based on the inner diameter of the nozzle, are 16,100, 23,700, @afier. The data are collected at two radial locations in the stag-
29,600, respectively. The mean velocity and turbulence propertiggtion flow region and at nine locations in the wall-jet region. In
are measured at nine stations along tthdirection. A single-wire general, the maximura’ in wall jet region, within experimental
probe is used for this purpose. At each radial location, the probe§certainties, is located wheteis maximum. The corresponding
traversed vertically to different heights. Samples of measurggthylence data, in Fig. 6, represent Tu, the ratios of the maximum
data, Figs. 3 and 4, show the behavior of the velocity field. Thg o maximumu in the boundary layer. From this point forward,
experimental data depict the variationidfandu as a function of ;7 refers to the maximum value of the local in the boundary
z. Figure 3 showsi andu’ as a function of the heigl for two layer. The Tu data in Fig. 6 display a sharp rise né&r=3.5 for
Reynolds numbers at/D=7.95. The data are for Re-16,100 Rg,=16,100 and Rg=23,700, indicating a transition from pre-
and Rg=29,600; they illustrate the effect of the Reynolds numgominantly laminar to predominantly turbulent flow. This transi-
ber onu’ andu. For the low Reynolds number, Re 16,100, tion occurs earlier at/D=2.25 for Rg=29,600, Fig. 6. The
spreading and decay of the boundary layer is more pronoungedial location of transition is likely to be dependent on the Rey-
nolds number; however, this deserves a separate investigation.

® I I I l T 1 I ( | i T T I | [
8 B —. 4 = - -
7L n —e— Rep =16,100
sl ] A —A— Rep = 23,700 ]
B h > 3 —=— Rep=129,600 |
g 5
g 4t ] E | . ]
5 ol 1 g 2+ —
3r ] _E
2 N - = 1
T ] T §
0 = - |
— ' I ' . ! . ; L—] [P TR TS TR U R BAPURN HAPU B SR VR
0 1 I 1 L 1 L 1 1 1 1 L 1 1
0 1 _ 2. 3 4 01 2 3 45 6 7 8 9 10 11
uoru',m/s r/D
Fig. 3 The u and u’ profiles at r/D=7.95 for Re ,=16,100 and  Fig. 5 Variation of u/,, as a function of r/D for three Reynolds
Rep=29,600 numbers
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Fig. 6 Measured Tu as a function of r/D for three Reynolds Ti
numbers ume, s

Fig. 8 Surface heat flux at different r/ID locations for
Rep=23,700

Further away from the stagnation region the intensity of turbu-

lence, Tu, increases since the mean radial veloaitydlecreases

faster tharu’. heat transfer at and near the stagnation point, and in the developed

wall-jet, it is convenient to discuss the measurements in these

regions separately.

Heat Transfer Measurements The primary interest is in the distribution of heat transfer under
A test begins by heating the disk to a pre-selected temperatu®®. impinging submerged jet. Therefore, an attempt is made to

The disk is cooled using the pre-selected flow rates. An inversidy the dependence of local heat transfer rates on the hydrody-

technique is then used to find the surface heat flux and surface

temperature. Figure 7 shows a sample of computed surface tem-

perature data to illustrate the behavior of the impinging jet for 90 . — T
Re;,=23,700. The data for the other flow rates follow the same at r/D=0 Measured
trend, but are not shown, for brevity. In Fig. 8, the computed [ O atr/D=0 Calculated
surface heat flux is also shown for the same flow rate. Figure 9 - at r/D=1.13 Measured

= A atr/D=1.13 Calculated
compares the measured temperatures and those calculated by the%) 801 ‘== at r/D=5.68 MZ::U?;

direct solution using the estimated boundary conditions. The stan- & | X atr/D=5.68 Calculated

dard deviation of the error is about 3°C, which is withiné = . — - at/D=10.22 Measured

percem of U—O_Tamt)- ; 70| N 0 atr/D=10.22 Calculated
The computed surface heat flux is plotted versus the difference &

in temperatures between the wall and the ambient temperature; E‘

see Fig. 10. The heat transfer coefficient, definechbyg/(Ts,, ﬁ

—T.mn, is calculated, averaged over the entire duration of the
experiment, and plotted in Fig. 11 for three flow rates. Note that
the general character of these curves follows the behavior dis-
cussed previously; that is, the stagnation region heat transfer co- 50 [ R U N R
efficient is relatively high compared to that of the wall-jet region 0 50 100 150 200 250 300
when the dimensionless distanget exit plane to platez/D

=10. Because of the great difference between the behaviors of the

[=23
o
T

Time, s

Fig. 9 Comparison of measured and recalculated tempera-
tures at different thermocouple locations at Re  ;,=23,700
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- 1D=0 11000 [ -e— /D=0 -
—— r/D =0.568 1 10000 - —O+ HD=1.13 N
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Fig. 7 Surface temperatures at different  r/D locations for Fig. 10 Surface heat flux at different r/D locations for
Rep=23,700 Rep=23,700
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220 T T T T Table 1 Comparison of present  hjgy, With A, (Liu et al. [17])
200 - —o0— Rep=16,100 ] Rep Mg (present) | Ay (Liu et al.)
:22 3 o Rep=28.700 ] 16100 115.74 113.1
Ao p=S35% 23700 11537 112.5
§ 120 L R 29600 130.12 126.9
L, 100 - |
= s0p ]
60 ] Jwal  wi hy
40 |- = . . Cq .
U ISP NN PR AU NS NN RN AU NOVIS SAUSO AT U= : :,C:C, and H=| : |, (20)
— 2
01 2 3 4 i/])G 7 8 9 10 11 m W, he
results in an over-determined linear system. The variabi¢
Fig. 11 Heat transfer coefficient as a function of ~ r/D for three  stands forlw| at theith combination of flow rate and location.
Rep, values Since there are two locations inside the stagnation region and the

data is collected for three flow rates, thienl,2, ... ,6.Solving
for ¢, andc,, the method of least squares gives=37.82 and

) ) o . i _ €,=17.75. Now Eq(18) becomes:
namic properties of the jet in the stagnation region and in the _
h=37.82/w+17.75W

wall-jet region. The data recorded an&,, u, Tu, and the heat (21)
transfer coefficienth. They are calculated at eleven radial locathe error between the experimental heat transfer coefficient and
tions. Figure 11 shows the average valueb eérsus /D overthe  inat calculated using Eq21) is less than 10 percent.
entire disk for the three experiments. To validate the earlier assumption that changes andw due
to turbulence do not appreciably affdgt,,, the laminar compo-

) ) nent of Eq.(21) need to be compared against established data. For

Stagnation Flow Region ham at the stagnation region, the following correlation obtained by
The stagnation region, based on data available in the literatuké! et al.[17],

is defined as a circular region with a radius equal t®1fébm the _ /25,04 <r/D<
center of the disk. As stated earlier, for high values of the free- Nup=0.715 Ré’ P4, for 0<r/D<0.787
stream turbulence, F20 percent, Maciejewski and Moffal1] and 0.15<Pr<3 (22)
observed that, for air, the heat transfer coefficidntis directly d. Althouah Ea(22) is f f . hi . .
proportional to the standard deviation of the local stream-wide US€d- tfou% q(22) is for a free jet, this chomparlsorfl IS
velocity. Using empirical reasoning, Al-Salam et [dl2], hypoth- appropriate for flow near stagnation point since heat transfer co-

esized thath, has a laminar componert,,,, and a turbulent efficient for a given Pr depends on fRR@lone. Moreover, the

componenth,,, that depends om’. This hypothesis for fluids _Prandtl number in this study is within the range Prandtl numbers

: : e . - in EQ. (22). The error in the calculatdd,,, compares remarkably
with constant thermophysical properties is mathematically verified h - . am
in the Appendix; therzfgre ne%r ?he stagnation point y well with the correlation of Liu et al.17], less than 2 perceffbee
' ’ ’ Table 1)and this close agreement verifies the earlier assumptions
h=hjzm+ Ny, (15)

concerninghy,, -
The laminar component of the heat transfer coefficient at the stag The turbulent component of E@1) is also compared against
nation point depends on the mean velociy, outside of the

e correlation obtained by Al-Salam et El2], Eq.(4). Figure 12
boundary layer and can be written as compares the present data with E4) in the stagnation region.
Niam= C1V|m (16)

The error between data from E@) and the present experimental
wherec, is a constant that includes the dependence,gfon the

results is within 10 percent. The agreement is very satisfactory
although, in this study, the velocity components were measured
Prandtl number Pr, geometry, and thermophysical properties of the
fluid. Equation(16) assumes that changes in the velocity profile

within the boundary layer due to turbulence have a weak influence 450 —————q——7— —
oncy, see Appendix. At or near the stagnation point, a single wire - O hy, Rep = 16,100 ]
probe provides a velocity that is approximately normal to the wall, " m hyy, Rep = 23,700 ]
w, and its fluctuating componenty’. When Tu>0.2, for a rela- [V hyp Rep = 29,600
tively small range ofw’, it is assumed there is a linear relation- M 100 | — Al-Salam et al. (1996)
ship betweerh,, andw’, thereforehy, is written as NE and 10% error bars
Niur=Caw’ (17) E I 1
wherec, is a constant to be determined. Now, the total heattrans: & g5g L _
fer coefficient,h, at the stagnation region, can be written in the _=E .
following form: p 1
£
h=cyV|w|+cw’ (18) L Maciejewski & Moffat (1992h),
. . - Eq. (2), when Tu> 0.2 & Pr=0.71 -
The next task is to use the experimental data to extract the N N R R S
contribution of laminar and turbulent components. Rewriting Eq. 0 1 2 3 4 5 6
(18) with the data at or near the stagnation point u', m/s
U-C=H 19
(19) Fig. 12 Turbulent heat transfer coefficient as a function of u'

whereU is a matrix andC andH are column vectors,
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Fig. 13 Heat transfer coefficient as a function of rID for
Rep=23,700 in the wall-jet region

with the test model in place whereas Hoogenddd®) and Low-
ery and Vachof5] and Al-Salam et al.12]reported removing the
test models prior to measurements.

Generally, there is a high laminar componenttoflue to a 0
favorable pressure gradient in the stagnation region. Despite the
high laminar component, when Tu is lar¢greater than 20 per- \g 160
cent)in the stagnation region, the root mean square of the fluctu- =
ating component of the local stream-wise velocity determines the = g 120
turbulent componertty,, . E

Lot 1ol |||I|.:I||"

wO-= h, Measured

Wall-Jet Region. The success of the simple correlation sug- & 8o

LU UL BN BN B N

Jo gl aaty

!
9 10 11

+In(1+Tr)

(24)

gested by Eq(15), encourages one to attempt the same formula- 40
tion in order to obtain a description of the behavior of jet impinge-
the total heat transfer coefficient is obtained experimentally and
needs to be compared against established dataifothe wall-jet
theory, but their experimental i.nvestigation dealt W!th a region f%g_ 14 Variation of h, hyn,, and hy, as functions of r/D at
away from the stagnation region where the velocity at the outgf) re,=16,100, (b) Re,=23,700, and (c) Re,=29,600
stream, Tu, is relatively high. The same trend is also observed in
the present experiments. The following semi-empirical correla-
ments where the flow in the wall-jet region is essentially turbuler&ate assumption is valid. One can infer from EA.2) in the
T2 1_ -1z Appendix that the laminar heat transfer coefficient in the wall-jet
Nu,=1.18PRej? T ?(Er -1
(23) locity profiles are similar and neglecting the higher-order contri-
bution ofd T, /dr sinceh,,, is small(See Fig. 7), then the lami-
Brdlik and Savin[18] with the present heat transfer coefficient in
the wall-jet region. The total heat transfer coefficiemtfollows he —c [Ummax
lam— %3 \ 7
r
about 20 percent. The higher values of meastr@dFig. 13 are )
attributed to highen’. The other flow rates, not shown, also show N€ constants includes the dependence tobn the Prandtl num-
The mean heat transfer coefficients is computed over a tifigect due to departure from non-uniform surface temperature
interval when radial changes in temperature are relatively smaPndition. Maintaining Eq(17) to be valid in the wall-jet region
Fig. 14 using open circular symbols. The data are plotted for the = Cau’ (25)
same radial locations wher€,,, is plotted in Fig. 5. Sincé in
lik and Savin[18]but at a higher value, Fig. 13, the next step is t§uid- Therefore, using Eq¢24) and(25), Eq.(15) can be written
describe the variation df in the wall-jet region withu’. Also, the
parallel flow as noted by Dup. Donaldson et[aR]. This appears (26)
to be due to the higher level of turbulence generated by the shear
the boundary layer at the heat transfer test surface. and employing the method described by Ed®) and(20) leads
As stated earlier, Eq(15) can describe the total heat transfeto the computation ot; andc,. A least squares method yields

ment heat transfer in the wall-jet region. To validate this approach, 0
region. The analysis of Brdlik and SaVih8]is based on laminar
edge of the boundary layer is decreasing withand the free
tion, obtained by Brdlik and Savifil8], uses data from experi- any r/D in Fig. 7 shows thati T/dt is small and a quasi-steady

region is inversely proportional to*2 Therefore, assuming ve-
wherer=r/D. Figure 13 compares the correlation obtained byg, component of in the wall-jet region can be written as
the same trend as EQ3), Brdlik and Savir{18], but differs by
the same trend. er, the influence of turbulence anandw, and any secondary
see Fig. 7. The results for three Reynolds numbers are plotted"‘fhen Tu>0.2, one can write
the present experiments follows the same trend observed by Bﬁﬁere ¢, is a constant expressing the physical properties of the
heat transfer in the wall-jet exhibits higher levels compared to \/m

h=c; +cyu’

between the wall-jet and the ambient air, which is transported Rewriting Eq.(26) with the data recorded in the wall-jet region
coefficient in the wall-jet region. The computed temperature ag=2.12 andc,=38.27 and Eq(26) becomes:
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160 A L IR R L B R are plotted in Fig. 16. The data for Re16,100 and 23,700 are
- ® Rep=16,100 - quite smooth but the data for Re29,600 have noise within 10
140~ = Rep=23,700 ] percent of the mean. For the measured wall-jet-region data, the
:3_: 120 | M iffs’;fagﬁfoe? al. (1996) \ 2= mean value of Stf(Pr) is 0.043 instead of 0.024. This increase is
« - ) : v _. RO attributed to a much higher turbulent componémj,, that can be
E100} e [ 1 predicted from flat plate data, and it is in line with the hydrody-
3 80 B “"' hyr=39u" | namics of the flow in the wall regime. It is likely that a thinning of
T I > A 4 ] the laminar sublayer, occurring in the wall-jet region as the radius
Z 60| Y increases, is responsible for this increase. Figures 3 and 4 vali-
= i dates the thinning boundary layer assumption because, when
40 [ Re;=29,600, the peak,,,, moves closer to the wall agD in-
2012 T T creases. This phenomenon can reduce the thermal resistance of the
06 10 14 18 22 26 30 sublayer and increase the rate of heat transfer across this layer.
u', m/s Conclusions
Fig. 15 Variation of hy, as a function of u' in the wall-jet re- In_ the stagnation region, the heat transfer coefficient_has a high
gion for Re ,=16,100, 23,700, and 29,600, and comparison with laminar component for all the Reynolds numbers studied. Figure
Al-Salam et al. [12] 12 shows that these results agree well with the summary of

stagnation-flow data for different shaped bodies in Al-Salam et al.
[12]. The measured data are within the error band ©® percent
m specified in Al-Salam et aJ12]. Figure 16 shows that the stagna-
h=2.12+/—"%4 38 374 (27) tion flow data fall within the 15 percent error band, as specified in
r Maciejewski and Moffaf11]. Accordingly, one can conclude that
. ) Eq.(2) and Eq.(4) can adequately describe the contribution of the
Discussion fluctuating component of the stream wise velocity on the heat

Figure 14 shows the laminar and turbulent componenth. of transfer coefficienthy,, while the laminar flow theory can provide
The computed laminar component whetD<1 is nearly con- hiam at or near the stagnation point. _
stant only for Rg=16,100 as suggested by E@2) Liu et al. Special care is needed to account for the effect of stream-wise
[17]. However, the variations df,,,, whenr/D<1 for other two turbulence in the wall jet region. Because the contribution of the

Re, values are within=10 percent from their mean. The value ofaminar component is small, the free stream turbulence can have a
hiam+ hyr is also plotted in Fig. 14 for the three Reynolds numprofound effect on the heat transfer coefficient. This confirms the

bers. The error between the experimental valuehadnd h,, Maciejewski and Moffaf10]assertion that the classical Reynolds
+hy, calculated using Eq27) is generally less than 10 percentnumber based correlations can produce information with large er-
and slightly larger for a few data points whengRe23,700. As in  rors depending on relative value af. Figure 16 compares the
the stagnation region, for validation, the laminar and turbulegta in the wall-jet region with Eq2). When Tu>0.2, there is a
components of E¢(27) need to be compared against establishegignificant departure from the asymptotic value of 0.024 in Eq.
data. Generally, the flow in the wall-jet region is turbulent antR). Accordingly, for a turbulent flow in the wall jet region, one
therefore no data on heat transfer in laminar flow is cited in theeds to modify Eq(2) in order to account for the contribution of
literature for comparison with calculate,,. Figure 15 illus- the fluctuating component of the stream wise velocity on the heat
trates the turbulent component of the heat transfer coefficienttiansfer coefficient.

the wall-jet region. The correlation obtained by Al-Salam et akl

[12]for the stagnation flow region, E4), is also plotted in Fig. omenclature

15 for comparison. Figure 16 compares the stagnation flow and b = thickness of the disk, m
wall jet with the Maciejewski and Moffdtl1] correlation, Eq(2). c; = coefficient

The stagnation flow data fall within the error band specified in  C = array of coefficients
Maciejewski and Moffaf11]. Also, the data in the wall jet region  C specific heat, J/kg.K

p
D = nozzle diameter at exit, m
f = a function of Pr

0.10 —T F = matrix, Eq.(12)

' T T T T T
Maciejewski & Moffat (1992b),
Eq. (3)+15% Error

Wall Jet Region, Rep = 16,100
Wall Jet Region, Repy = 23,700
‘Wall Jet Region, Reyp = 29,600

» Calculated h' = 38.37u’', Eq. (27)
Stagnation Region, Rep = 16,100
Stagnation Region, Rep = 23,700
Stagnation Region, Rep = 29,600

s

h heat transfer coefficient, WK
" = turbulent heat transfer coefficient, Wir{
k = thermal conductivity, W/m.K
u = Nusselt numberr/k¢
Pr = Prandtl number
= radial coordinate
=r/D
r, = radius of the disk, m
Re, = Reynolds numbepW,D/n
St = Stanton number, Sth/(pC,u)
St = turbulence Stanton number,’Sth’/(pCpu’)
t = time, s
T = temperature, °C
T, = initial temperature, °C
Tu = turbulence intensity’/u (percent)
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Fig. 16 A comparison between Maciewjewski and Moffat ~ [11] u = temporal mean of radial velocity, m/s
correlation and the data from present study w = axial velocity, m/s
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w’ = root mean square value of the fluctuating componentace heat fluXQjam- Becausé_'l(r,z) has the same boundary con-

of w, m/s .

— ' . . ditions as T(r,z), one can setq=h(Tgy— Tamy and Qim
WVZ _ :leerlrg)r():(i)trya!a{nne;nﬂ(;f :;(i't‘?’lln\qlfsloc'ty’ m/s =hiam(Tsur— Taml); Accordlngly,Eq.(A4) can be lewrltten as

z = axial coordinate, m aT, oT T,

a = thermal diffusivity, nf/s Gu=—K——  =| —k— —| k=

w = viscosity coefficient, Ns/n? z=0 =0 =0

0 = temperature after transformatioh;- T, — _ _ _

® = array of measured h(Tsur Tamb) hlam(Tsur Tamb)

p = density of SS304C steel, kgfm =(h=ham) (Tsur— Tamp = Pt Tsur— Tamp (A5)

o = standard deviation

wherehy,=h—h,,,. Since the boundary conditions faz(r,z)

Subscripts and Superscripts are homogeneous, the nonhomogeneous boundary conditions have

amb = ambient secondary effects on effe@b(r,z) and consequently ohy,,.

lam = laminar
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Since the thermal diffusion process is thermodynamically irre-
versible, probably it is not an economically profitable process

such a way that under certain conditions imperceptible effect ch as other s;ahpar_lx_algc():n.me.thoclis W':ht.h'ﬁ]h przoductlog .Itevels.
become perceptible. A typical example of the phenomena is t QWever, since the - IS simple, relallvely cheap and 1t can
separation of a two specie gaseous mixture in two interconnec%ﬁrk for '0'?9 periods of time W'thOL_‘t_ supervision, the process can
recipients when a significant temperature difference is producB Competitive when small quantities of special substances are

between thenj2]. This irreversible phenomena is known as the'produced. . . , .
mal diffusion, which accompanied by ordinary diffusion, due to From Clusius and Dickel's TDC developments a lot of studies

concentration gradients, produces heat and mass flows simuftout the gas mixture behavior in the column have been made. In
neously. 1939, Furry, Jones and Onsgn@]a@_] pu_bllshed a theory about th(_e
Substances separation due to temperature gradients, was [@@e wall TDCs by employing kinetic theories to find the fluid
first in an efficient way, in 1938, when Klaus Clusius and Gerhaffoperties values. In 1946, Furry and Joriés] extended the
Dickel [3,4] demonstrated that the introduction of a convectivi€ory in order to apply it to the extreme cylinder Tt fila-
laminar flow in a gas mixture, subjected to a temperature gradieftent column). In the following decades, studies were continued to
achieves the species separation with high yields. The Clusiugbtain more general and complete models. They included the ar-
Dickel Thermal Diffusion ColumnTDC) (Fig. 1) consists on a bitrary dependence of properties with temperature and the consid-
vertical tube refrigerated outside by means of water and withegation of more realistic kinetic models for gases—Srivastava
electrical resistance located in its central axis as a heater. Thdf2], Mcinteer and Reisfeldl3], Saxena and Raméh4], among
fore, a radial temperature gradient originates radial thermal diffathers. Simplified analytic models based on experimental data for
sion and axial mass convection currents. The thermal diffusidhe properties in either batch or continuous systems have been
process produces radial species separation and the presencdew€loped more recentlfl5-21. However, these models are
convective laminar flow causes a longitudinal separation of speharacterized by simplifications that allow easy analytic solutions,
cies. Consequently, an accumulation of the lightest componenthot also exclude some important aspects.
the top and the heaviest one in the bottom of the column is nor-More realistic models, with numerical solutions employing
mally placed. A qualitative experimental evidence of the operatiggbmputational machind®2,23]to simulate the column behavior
of the TDC is obtained using a homogeneous mixture of Bromirgd to optimize the design parameters of TDC with flows have
and Nitrogen5]. been developed. Employing the above models, the pressure opera-
The concentric tubes column, in which the central tube is ustion [24,25], the separation between the surfddés26—28Jand
aIIy conformed by an electric heating element, is the TDC MOkge 0pt|ma| feeding point of C0|umr{Q9] have been found for
commonly used in the separation of gas mixtuék However, continuous columns.
the parallel plates TDC is used for liquid mixture separations, |n order to allow a higher species separation efficiency; a lot of
because it guaranty a gap less than one mm between the hot Wa|limn designs have been made. Examples of them are intercon-
and the cold on¢3]. nected column systenj27,30—32], inclined column81,33,34],

The TDC can be used to separate mixtures which are difficult R§iational column$35,36], packed columr85,37], and columns
impossible by the common methods, such as distillation and gy barriers[38,39].

traction. Recent studies have shown that it can be separated by thg e mathematical model for a batch TDC from analytical
above procedure biological .solu.tlons and suspensions; aqUeQYy nymerical data is presented in this paper. The temperature and
isotopic and polymeric solutions; organic geometric isomers aggd,ciry profiles are evaluated from the analytical solution of the

organic mixturegas raw petroleum and mixtures of high molecu-energy and momentum equations due to their simplicity. The con-

lar weight a_IcohoI), _etc{6_—8].AIso,_a pla_nt has been designed fOrcentration profiles are obtained by the numerical solution of the

the production of high viscosity oil lubricaf®]. mass conservation equation. The model allows to predict the gas-
eous mixture pattern of several variables at the inside of a thermal
é;liffusion column without flow. Also, the model can predict the

composition inversion due to convective phenomena.

1 Introduction
Irreversible phenomena in nature can act simultaneduglin
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may be assumed as constantzitlirection since the column is
very long compared with its width. With the previous consider-
ations, Eq.(1) can be written as

d ( aT|
a I’km)—o (2)

Hot
filament

subject to the following boundary conditions

s
> &
r=Rc T=T¢ 3)
S’ r= RH T=TH (4)
™\ Cooling where the sub-indexes andC are used to denote the hot and the
| _— water cold walls respectively.
[ By integrating Eq(2) and considering the thermal conductivity
& at mean temperature and composition, the temperature profile is
obtained
TH_TC r
T—I RH) In(R—C +T¢ (5)
n —
Fig. 1 Clusius-Dickel Column Re

which gives the temperature at any point in the column.
Due to the existence of thedirection temperature profile, a
. convective flow inz-direction is generated. The velocity profile
2 Mathematical Model can be obtained by solving the momentum conservation equation

A two-dimensional and time independent mathematical model,
for describing the separation of a binary gas mixture in a TDC, li % o E:

. . g ru pY 0 (6)
subjected to a temperature gradient between two cylindrical sur- r dr dr dz
faces(Fig. 2) was developed.

The temperature difference between the walls of the colu
generates a radial temperature profile, which can be obtained
solving the energy conservation equation. The temperature and ]H dient be obtained b idering th
globalz-direction velocity are only function afdimension due to € pressure gradient may be_obtained Dby cons_l.erl_ng €
a fully developed flow and the assumption that the thermal cowhole system at average temperatufg &nd gas compositionj
ductivity is a constant. If it is only considered a time independe@d at zero mean velocity
problem, from the energy balance it can be obtained the following

ngrbe effects at the column ends leading to a two-dimensional pro-
&%are neglected, because they appear only in a narrow region

expression dp =1t 7
a9z P9 (7)
19 1 4q, NVz\? _ . » . .
—\r (9—r(rqf)+ Tz M o =0 (1) wherep is the fluid mean condition density. In natural convection,

the velocity gradients are only generated by the existence of tem-
Assumptions that are made in order to simplify the above equatiperature or a non-homogeneous composition field and the fluid
are that the effects of viscous dissipation are negligible since thmvement is generally very slow. E.) is a good approach, also
velocity in natural convection processes is low; the contribution é6r the fluid in movemenf40].

the Dufour heatheat flow due to concentration gradients heat The density is a function of temperature and composition, and
transfer rate is small and it could be considered that it does ritst dependence can be obtained by means of an expansion in Tay-
have an important effect in the temperature profile; temperature$ series around the mean TemperatuFg &nd composition\{)

not exactly equal along the whole hot wall of the TDIB], butit yajues. Rejecting the second and greatest terms for the tempera-
ture and composition variable, the density can be expressed as

p=p—pB(T—T)—pL(w—w) ®)

| WhereEis the thermal expansion coefficient aEﬁs a coefficient
i z-L that represent the density variation with respect to the composition
[ (analogous tq3) calculated at mean conditions.
From.(7) and(8) in (6)

+pBY(T-T)r+plg(w—wr=0  (9)

d dVv;

dr ( Har
subjected to the following boundary conditions

r=Ry Vy=0 (10)

r=Rc V=0 (11)

l
|
I
|
|
|
|
|
]
I
|
|
It can be seen fron) that the buoyancy force depends on mean
Z temperature and mass composition. In some cases the buoyancy
P z=0 force is positive and in others it is negative. The last term in the
Eqg. 9 can be omitted because the solute buoyancy force is negli-
Fig. 2 Concentric Tubes TDC Scheme gible to the temperature one in a thermal diffusion column. Sup-
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. W = Wi — Wgyp .l INT—InT¢ Z*=E
Wit~ Weyp' INTy—InT¢’ L’
L .. b DT

MR 7o Ppe Pop @O

where wg,,, Wi are respectively the mass fractions of the
i-component at the top and bottom end of the columng is the
density of thel-component at the cold walD, is the diffusivity
at the hot wall and/, is the maximum thermal diffusion coeffi-
cient at the hot wall.

With the expression&0), the differential Eq(19) can be writ-
ten as follows

Fig. 3 Control volume f bal LI *D*R*M*)+Cl i *D*R*dT*
1g. ontrol volume 1or mass balance R_*ﬁR* p ﬂR* R—*W p T W
Ap* (W + W) [ aW

posing the viscosity as a constant and with the temperature profile
(Eq. 5), Eq.(9) may be integrated to obtain an expression for the (21)

velocity profile In Eq. (21) four dimensionless numbers appear. The first one is the
Clusius Number in honor to one of the inventors of the thermal

— *
Vz=VnVz (12) diffusion column and it is given by
by T
Pﬁg 2 2 DH ln(TH /TC)
V== (Ty—Tc)(R&—R 13 =— — 22
m 4:“ ( H C)( C H) ( ) DH (Winf_Wsup) ( )
2-R2\ In(r/Ry) RZ 2 1 The Clusius Number provides information about how the separa-
VE = C H H tion of a binary mixture is executed in a thermal diffusion column.
Z |R2—R3/IN(Rc/Ry) | RE—RZ/In(Rc/Ry) The second dimensionless number is the Peclet Number
_T /r2_R2 ViRe v
In(r/Ry) - Ty—T ( r2 RH2 _In(r/Ry) ) Pe—Gr.Sc = mRe . 23)
(In(RclRH)) TH_TC RC_RH |n(Rc/RH) v H

(14) where Gr is the Grashof Number, Sc Schmidt Number, aiite
Cinematic viscosity. The Peclet number provides information
The net mass flow in each cross section is zero, since there isaimut the relation between convective and diffusive forces.
mass accumulation and the stationary state must be satisfiedThe other numbers are a geometric and a separation factors
Therefore, given by

R Rc Wsip
_ G=-C, Wy=—22_ 24
LH pVordr=0 (15) L e —wa, (24)

o . . The boundary conditions to solve the differential equation are
Substituting Eqs(12) to (14) in (15), an equation for the mean

temperature is found. In order to solve the integral, the density is -R R* — & i —0 o5
considered as a constant and a numerical method is used. r=hRy or TR’ = (25)
To obtain the concentration profile of the heaviest component .
(i) along the column, a mass balance on a control volume in a ring r=Rc or R"*=1, =0 (26)
shape is madéFig. 3) 2=0 or Z*=0, |,=0 @7)
190 dp;  dj _ * _ -
FE(rijVZa_’;IJr%:o (16) z=L or Zz*=1, j,=0 (28)
With the above boundary conditions, the solution of the model is
The mass diffusive flows are given by not possible because in the system solution any composition value
could be true. Then, Eq&27) and(28) must be in terms of known
) ow, pDTdT composition values at the neighborhood of the end and the top of
Jr=—pD o T ar (17)  the column. These values can be obtained from separation rela-
tions taken from the literatures,4,15]. In consequence,
IW; = * — =W =
i,=—pD (;_ZI (18) z=0 or Z*=0, w;=w;,; or W*=1 (29)
z=L or Z*=1, wj=wg,, or W*=0 (30)

Substituting Eqs(17) and(18) in (16)

P AL T LT Zoz T az\P" oz

-0 (19)

Additionally, it is necessary some relationships among properties,
i.e., for the diffusivity

T 3/2 PO
ool 2] % o

whereD,, is the reference diffusivity at temperatufg and pres-
Equation(19) can be written in a different way using the follow-sureP,, .
ing dimensionless parameters For the thermal diffusion coefficient,
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D= atDw;(1—w;) (32) Table1l Thermo-physical properties of the gas mixture CO 5N,

where a1 is a thermal diffusion factor which is a function of Property Correlation
temperature
P Viscosity COy, seco,(N S/n) a=2.2460e- 6, b=4.0315¢- 8,
b c=9.1141e-12,d= —1.2893e- 14.
—a— — 33) Viscosit , N s/n? a=1.5696e-6, b=6.4705e- 8,
armaTy (33) Y R sery(NSINT) c=—3.8999e- 11, d=1.2732e- 14.
. Diffusivity, D(m? D,=1.67e-5 nt/s,
wherea andb are experimental constants that depend on the typé usivity, D(m’7s) TO=°293 K’e;():l astm'
of the gaseous binary mixture and on pressure. Fuetlaedb are  Thermal diffusion factorp a=0.09870,b=17.7433.

practically independent of compositi¢8].
The density can be expressed as a function of temperature and
molecular weight by using the ideal gas law, which is valid at low

pressures
PM Ag=piDiIR} — 39
p=—— (34) E~ Pele e AR* ( )
RyT
. . AZ*
whereRy is the universal gas constant. Aw=puDuRy = (40)
The dependence of the viscosity of a pure gas with temperature AR
can be expressed by a third degree polynomial expression AR
p=a+bT+cT2+dT? (35) An=PeGp} REAR* max —V7,0)+G?p Dy RE ==
and the dependence with pressure is assumed to be negligible. (41)
For a gas mixture, the viscosity can be expressed by means of AR*
the Wilke’s experimental correlatio@0] Ag=PeGp*REAR* max V3 ,0)+G2pD¥ R’;ﬁ (42)
Xi i * *
- o 36 AR
Hmiaure .21 Ejzzlxiq)ij (36) AP:AE"‘AW"'GZP:D:R;AZ* +G2P: Dg ;AZ*
where +PeGp}REARY maxV3,0)
P Y)Y Y R O +PeGpR5ARY max —V3,0) (43)
i 80.5 MJ MJ Mi s 'P ’
.. . . . AZ* *
andi, j denote the chemical species which are presents. B=CIC? *eRgAR* (Tt — ;)+C|C\TVD$WR§IAR* (TE,—T%)

Differential Eq. (21) together with the boundary conditions .
(25), (26), (29), and(30) can be solved for the mass fraction byThe sub-indexe&, W, N, S, andP denote east, west, north, south

using the finite volume methof#1]. It consists of dividing the angscc?grggleng;setsJvlért]engrr]tlhea\?\c:jlusrgﬁtrr]er?gggg\;ggér\]?r?”zégh finite
system in small control volumes which do not overlap on eadl]’ ! : 9

volume, in such a way that a nodal point exists inside each va/lglume surface respectivelffig. 4). The operator max compares

. h e veral real inputs in order to get the biggest value among them.
\ngllsr.nl'ge differential equation is integrated on each one of tﬁgThe convective term in Eqg38) to (44) is approached by

The thermal diffusion columiiFig. 2) can be divided in finite means of the upwind schenpdl], in which is assumed that the

olmes of ig shapiig, 9 i thei nodal poins setled a YA 1 compostion n @ e ualume surtace st same
the shell center except the top and bottom ofesindary nodes). P 9 9 P

. " _nodal point.
Integrating Eq{(21) over the control volume and then applying . o
Gauss divergence theorem over some terms in order to find a neVSSas compositions inside the column can be calculated at the

surface integral, the Eq.an be discretized at each nodal point a&o_d_al points by_solvmg _the _algt_abralc_ equation system once the
original differential equation is discretized.

follows
ApWE = AcWE + AW, + AgWE +AsWE + B (38)
4 Results
where, ) )
A software developed in FORTRAN 90 was employed in order
to solve the mathematical model for a gaseous mixture of
. N ' CO,/N,. The data for viscosity, diffusivity, and for the thermal
! L4 ! diffusion factor were taken from Incropera and DeWi#2],
: n |
_______ O O ey
Table 2 Thermal diffusion column Operation conditions data
W w e E
& O L ] e Parameter Value
Ty (K) 900.0
——————— ‘ O }mriom Tc (K) 300.0
i i Ry (m) 0.001
! S ! Rc (m) 0.006
: - : L (m) 1.0
' g Weyp 0.10
Wing 0.90
Fig. 4 Selected mesh scheme
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Fig. 5 Temperature and velocity profiles

Hinex and Maddox43]and from Grew and Ibbf3] respectively.
The thermophysical properties of the mixture are presented in
Table 1 and the operation conditions in Table 2.

The temperature and velocity profiles are shown in Fig. 5. A
variation of temperature is observed along the radius, and the
highest slopes are presented in the neighborhood of the hot sur-
face =1 mm). Velocity only changes with radius and not with
height. The inside fluid portion flows up and the outside fluid
flows down, producing convective streams between the bottom
and the top ends.

It is noticed that as the pressure inside the tube increases, the
speed of the ascending fluid next to the hot surface is proportion-
ally increased. The same occurs with the descending velocity next
to the cold surface.

In Fig. 6 the concentration profiles with the heidht the left)
and the radiugat the right)of the column, for pressures of 0, 1
atm (at the bottomjand 5 atm(at the top)are shown.

A variation of the mass fraction is seen with the radius and the
height, demonstrating the separation due to the thermal diffusion
and the convective effects.

The higher effects of thermal diffusion are at low pressures, in
which the heavy component (GPDis concentrated in the cold
wall (Fig. 7). At high pressures the convective effects cause the
heavy component to concentrate on the hot wall because the fluid
circulation is increasedFig. 5). Although, the effect of profile
inversion due to an alpha sign change has been reported in the
literature[ 3], for the analyzed gas mixture the effect is caused by
the convective flow.

When the thermal diffusion phenomena controls the process,
the concentration of the heavy component varies smoothly
throughout the radius of the tube. An opposite situation is ob-
served when the convective phenomena controls the process; the
heaviest species concentration varies in appreciable way, mainly
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Fig. 7 Effect of the pressure in the mass fraction profiles

A
a
in the bottom of the columnz< 20 cm). Also, it is observed that
the inflection point of the concentration profile happens exactly in
the inflection point of the velocity. B
Due to the drastic change in the gas composition with the radius p
at high pressures, the gaseous mixture is only partially purified in
the neighborhood of the column bottom. For example, at 5 cm of
height, the CQ average mass fraction at a pressure of 5 atmis 0,
65, whereas at a pressure of 0, 1 atm it is 0, 75. So, the separation
is more efficient at low pressures. However, if the column oper-

ates at low pressures, the processed amount of gas is smaller. p
Then, the optimal working pressure is selected on the bases of two g
criteria: required purity and quantity of processed gas.

Similarly to the operation pressure, the mathematical model T
could be used to determine under specific conditions of separationD*
(gas concentrations at the column endgher optimal parameters *
of operation and design, as temperature gradient, diameters an(‘P(T3
column height.

In order to find the point where the convective and diffusive Gg
phenomena are equally important, Fig. 8 was constructed. In this .
figure a minimum of the heavy species concentration is observed Ie
at a pressure near 1 atm, showing that the accumulation of the 1z
heavy species at the bottom of the column is greater than at other
pressures. Due to the existence of a minimum, at this value of the
pressure the convective phenomenon starts to control the phenom- P
ena.

Pe

5 Conclusions

A stationary two-dimensional model was developed to describe
the separation of a gas mixture subjected to a temperature gradi- q,
ent. The model allows to determine optimal operation parameters
and design of a TDC from conditions of required gases purity.

Ar

R

Journal of Heat Transfer

H=20cm 4
M

g

P (atm)

Fig. 8 Mass fraction versus pressure at different heights
along the column

N In situations at low pressuredess than 1 atmthe lightest
specie, in this casl,, is concentrated in the warm zone and the
weightiest specie, in this case €Qis concentrated in the cold
N zone. At high pressure®ver 1 atm), an opposite situation is
observed, but a separation of the species is placed.
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Nomenclature

term of the discretized equations

parameter of the equation for the thermal diffusion
factor and of the correlation for the viscosity |
N-s/n?

term of the discretized equations

parameter of the equation for the thermal diffusion
factor and of the correlation for the viscos|ty |
N-s/m?-K

parameter of the correlation for the viscodity|
N-s/nf-K?2

Clusius number

coefficient of ordinary diffusioi=] m%/s
parameter of the correlation for the viscodity|
N-s/nf-K3

thermal diffusion coefficienf=] m?s
dimensionless ordinary diffusion coefficient
dimensionless thermal diffusion coefficient
dimensionless geometric number of the column
gravity acceleratiofi=] m/s?

Grashof number

radial component of the diffusive flof=] kg/n?-s
axial component of the diffusive flofe=] kg/n?-s
thermal conductivity at average conditions]
W/m-K

= thermal diffusion column heigHt=] m

pressurdg =] Pa

Peclet number for mass transfer with natural convec-
tion

radial component of the heat density flux vedter]
Jint-s

axial component of the heat density flux vecfer]
Jint-s

radius[=] m
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r = radial coordinate
Ry = universal gas constafpt=] J/kmol-K
R* = dimensionless normalized radial coordinate
Sc = Schmidt number
T = temperaturg=] K
t = time[=]s
T = average temperatufe=] K
T* = dimensionless normalized temperature
V = \elocity vector[=] m/s
V., = Parameter of the velocity profile=] m/s
V, = Axial component of the velocity vectdr=] m/s
7 = Dimensionless parameter of the velocity profile
w = Mass fraction
w = Average mass fraction
W,, = Dimensionless mass fraction
W* = Normalized molar fraction
z = Axial coordinate
Z* = Dimensionless normalized axial coordinate

Greek Letters

= thermal diffusion factor

= thermal expansion coefficient at average conditions
[=] 1K

parameter of the viscosity correlation

absolute or dynamic viscosify=] N-s/n?

cinematic Viscosity =] m%/s

density[=] kg/m®

dimensionless density

density at average conditiofis-] kg/m®

coefficient of density variation with respect to the
composition

Subscripts

= cold wall

east node in discretized equations
east bound in discretized equations
hot wall

= bottom of the column

north node in discretized equations
north bound in discretized equations
central node in discretized equations
south node in discretized equations
= south bound in discretized equations
top of the column

= west node in discretized equations
west bound in discretized equations
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Integral Solutions for Transient
Temperature Profiles in
Stably-Stratified Open Enclosures

K. 0. Homan
¢-mail: khoman@umr.edu The stably-stratified filling of an enclosure produces an interfacial layer, or thermocline,
Assoc. Member ASME, separating the hot and cold fluid volumes which is transported through the vessel with the
Department of Mechanical bulk flow. The evolution of this interfacial layer is characterized by profile asymmetries
and Aerospace Engineering, and growth rates not explained by simple molecular diffusion. The present paper presents
and Engineering Mechanics, integral solutions to the horizontally-averaged energy equation with variable diffusivities
University of Missouri-Rolla, exhibiting these same characteristics. The formulation requires only two parameters in

Rolla, MO 65409-0050 addition to those of the uniform diffusivity case. The solutions are compared to published

data to illustrate determination of the empirical constants and show that key character-
istics of the model, specifically a constant fill-line temperature and symmetric growth
rates, are satisfied for a range of moderate flow rates. At higher flow rates, the layers are
seen to exhibit an increasingly higher degree of growth rate asymmetry.
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Introduction averaging nodal temperatures over a fraction of the tank height. In

L . .each case, the difficulty of predicting the temperature profile evo-
Buoyant convection in enclosures encompasses a wide Val’lf‘.@

of applications and has traditionally focused on the steady-sta
behavior of closed systems, that is, systems for which there is
mass flow through the enclosure. For such systems, the en
transfer to and from the enclosure provides the only drivi
mechanism for the internal flow. Several comprehensive revi
of the related research are availaple4,5,21,22]Jncluding a re-
view of closed systems with time-dependent boundary conditio
by Hyun[13]. i

The present focus is on a related but distinct class of probler'rﬁgrml'lI.atlon . ) )
for which the enclosure is open and the internal flow is driven Consider a vertical vessel of heigHtand cross-sectional area
through a combination of mass and energy flows, i.e., mixed cofte with an inflow of constant temperature fluid occurring at the
vection. This class of problems is encountered in applicatiof@Ver boundary of the vessel and an outflow at the upper bound-
such as thermal energy stord@d, building ventilation[16], res- &y occurring at an |_dent|cal rate so that the_ mass inventory is
ervoir flows [27], and electronic equipmeiig]. Although the constant. Proylded it is the low temperature fluid which row§ into
steady-state behavior is of primary interest in several of thetie lower portion of the vessel or the higher temperature fluid into
applications, only the transient behavior is of interest in thermite upper portion of the vessel, the temperature field in the enclo-
energy storage devices since both the charging and dischargi4e will b_e st_ably stratified. The flowfield observed in s_,uch an
processes are inherently transient. The optimal performance &bclosure is dictated by the geometry of the respective inlet and
these devices depends, in turn, on the transient behavior as sh@et diffusers, the vessel geometry, the imposed through-flow
for fully-mixed storage storage vessé3,14,20]. Interestingly, rate, and the stabilizing effect of gravity. Even at relatively low
for perfectly-stratified behavior in which there is no thermal corf’@SS flow rates both the velocity and the temperature field are
tact between the hot and cold fluid volumes, Krane and Kfagg multi-dimensional and time-dependent. A schematic of the vessel

have shown that optimal performance has no dependence on gremetry anq a representative vertical temperature profile are il-
time of operation. However, since real thermal storage systefHstated in Fig. 1. . .
invariably exhibit a significant degree of thermal contact between'ofﬂer decomposing the full temperature fiefd(t,x), |nt0_a
the fluid volumes, as evidenced by the presence of a thermoclifirizontally-averaged componeni(t,y), and a perturbation,
the optimal performance depends intimately on the evolution %’f(t,x), the horizontally-averaged energy equatio@]simplifies

0

the thermal contact.
Despite the ubiquity of liquid-sensible thermal storage applica- 14T
P_EW_ fACU T'dA

jon over the filling process was noted.
Sn the present work, integral solutions to the horizontally-
Q\?eraged energy equation with non-uniform and time-dependent
CHusivities have been developed which reproduce observed tran-
NGent behaviors. The model predictions are compared with several
WBurces of published data to illustrate their determination and
ﬁgantify their variation with key flow parameters.

tions, only a relatively small number of simplified models exist ﬂ+v(t) ﬂz i
due to the difficulty of determining suitable characterizations for at ay ady
the multi-dimensional, thermal mixing effects. Zurigat et[&0] _ . .
have described a numerical model based on the one-dimensioﬁfc%ﬁgiv (Jg;dvjiléo ;ld ng&w&sm;ﬁggghﬁ tg‘e%‘da\igkﬁ'ty
convective energy equation with an eddy diffusivity fixed in time(H/ ), and respectively. The dimensional velocitv. is ;;1
but varied over the height of the vessel. Truman ef24] intro- Vo), Vo, TESP Y. 0%

. . E representative scale far, the dimensional, instantaneous area-
duced a numerical model which accounted for mixing effects ba}'veraged velocity. The area-averaged velocity is related to the

dimensional mass flow rate through the syste mi p)/A
Contributed by the Heat Transfer Division for publication in th®URNAL OF 9 y niby( P Ac

HEAT TRANSFER Manuscript received by the Heat Transfer Division February 13~ V/Ac - ) In general,v will be_ time-de_pe_ndent and the present
2001; revision received August 26, 2002. Associate Editor: B. T. F. Chung. formulation encompasses this potentiality. The temperature scale

: 1)
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Fig. 1 Schematic of a thermal storage vessel and a represen-
tative instantaneous vertical temperature profile

Fig. 2 Schematic of a composite boundary layer profile
is taken as the characteristic temperature difference of the storage

device,A'T’s, which is the nominal difference between the high

and low temperatures in the system. Consideration of the posgiie devices generally indicate a strongly asymmetric temperature
plllty that the perturbation integral is proportlpnal to the grad@rBrm”e [19] and thermocline growth rates which vary with oper-

in the mean temperature suggests a convective thermal dlffuswgymg parameters and design parameters. In order to model such

&, defined as characteristics, the domain is divided into two regions, separated
e JT by the fill line,y;, as shown in Fig. 2. The extent of the gradient

= J’ v'T'dA, (2) layeron either side of the fill line is denoted by the boundary layer
voH dy A scale,5(t), the size of which will differ between the upper and

lower regions(the “upper” region refers t&¢>0).
For the upper region, 0= ¢< §,(t), the integration of Eq(6)
over this interval yields

after Homan and Sofl2]. Upon substitution of E¢2) into Eq.
(1), the energy equation simplifies to

s 2= —“”ﬁ). ® 0 e K20 K20 ™
at gy dy |\ voH dy o ot PedE|, , Pedd, .|
Defining a convective thermal-mixing factor as=1+e¢/«, the ] o
energy equation can finally be expressed as Applying the boundary conditions,
aT aT  d ( K ﬁ) 6(t,é=6,)=1, (8)
— () —=— | =——].
at v(®) ay oy \Pedy “) ﬁe(t = 5.)=0 ©
The utility of this model hinges upon the assumption implied in g TV

the definition of the convective thermal diffusivity, E@), and an  anq Liebnitz’ Rule, the equation simplifies to
appropriate characterization efor, alternatively,x. The present

paper examines several possible variations ahd their compatri- d 1 a0

son to published empirical data. ﬁ(‘pu_ 8= Pe Kua_g L (10)
The bars appearing in Eq4) will hereafter be dropped, al- £=0

though it remains a description of the horizontally averaged temhere

perature field which is being sought. 540
Coordinate Transformation. From mass conservation, the = fw o(t,£)dé. (11)

horizontally-averaged vertical velocity can be at most a function . . . .
of time, v(t). As a result, a coordinate system is selected whicfl @ Similar manner, integration of the energy equation over the
moves with the contact line between the hot and cold fluid volower region,— 6,(t)<¢=<0", yields

umes, the position of which is specified by d 1 90
t (W)= ki5F , (12)
yilt)= J b(t)dt. (5) e Pel oo
0 where
The transformation from a fixed coordinate system originating o-
from the bottom of the vessel to one moving with the fill line is ¢|EJ o(t,&)dé, (13)
thereforeé=y—y;(t), and the relation of the desired temperature —8u(t)
distribution to the corresponding solution in transformed coordjith the boundary conditions
nates,d(t,¢), isT(t,y)=60(t,y—ys(t)). This coordinate system is
illustrated in Fig. 2. o(t,é=—-46,)=0, and (14)
In terms of6(t,¢), the energy equation of E@Ll) then simpli-
fies to i — _
ﬁ—g(té——cﬂ)—o- (15)
00  d [ k 960
e % P_eﬁ_g) (6) Temperature Profiles. As indicated in the development of

the integral energy equations, Eq4.0) and (12), the natural
Integral Energy Equation. Empirical observations of the boundary conditions include the specification of the temperature
vertical temperature distribution in stratified, liquid sensible stoend a zero gradient at the end of each layes s, and ¢
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=—4¢ . In addition, the temperature profiles must satisfy matching For each profile, the second matching condition, &@®), re-
conditions for temperature and heat flux at the interféce§. quires that the interfacial temperature satisfies
Symbolically, these conditions require

_ 5|Ku
0i(1,6=07)=0,(1,£=0"), (16) [y ye
and =(1+p 4 (25)
a6, a6, where
kgg —{ ﬁ—f} : (17
" o = d 26)
wherek; is the total conductivity, consistent with E). Since ok O

the molecular properties of the liquid are uniform across the tWos il be seen, this corresponds to the parameter defineél as

regions, the flux-matching boundary condition may be rewritten 'ﬂ(k Ik : : ; -
: . = (k1 /ky) Va1 Ta; in the solution for a two-layer medium using
terms of the respective thermal mixing factors as the method of Laplace transforms byigk [23].

90,
Kuﬂ_f

(18)  Results and Discussion

The solutions to the integral equations are examined for diffu-

Considering polynomial profiles of up to the fourth order irEivities uniform across both regions, with differing magnitudes in
each of the two regions, the general form of the solutiorgfauill each of the two regions, gnd f’inally with ?dent%:al time-

be ¢=3]_om;¢& with J=2, 3, or 4. The matching conditions '®-dependency but differing magnitude. The model results are then

Al
K| (96 o §:0+.

quire compared to several sources of empirical data. For all of the re-
Mo, = Mo, (19) Zlélstzngézsented, a uniform through-flow rat€t) =1, has been
and Uniform Diffusivity.  For the integral solution, the interfacial
K| temperature is determined by the matching condition, #8),
PR My =My . (20)  and is a constant for time-independent diffusivities. In the case of
Y a uniform diffusivity across both region§; is identically equal to
The first of the two matching conditions serves to determine tHg2. Since the interfacial temperature is constant, the assumed
interfacial (fill-line) temperatureT;, defined as profiles for # can be substituted into the respective integrated en-
_ + ergy equations to produce an ordinary differential equation for
Ti=6(1,£=07)=06,(t,£=07). (21)  each of the boundary layer scalég(t) and§(t). Assuming zero

The matching conditions, along with the previously mentionelditial thickness for the thermal layers, the solutions are of the
boundary conditions at the edges of the two regions, are sufficidAfm

to determine the six unknown coefficients and the interfacial tem- 12

ak,t
perature,T;, for the quadratic profiles Sn= % =f(t;Pelk,). (27)
2
0=T;+2T; E +T é . and (22a) where t.he subscript denotes_ either ofi or | as is app_ropr_iate to
2] S the region under consideration. The constar@ppearing in Eq.
p £\2 (27) takes on different \_/alues _for each pf the assumed profiles,
T4 21Tl 2 (1T = 29 a=12 for the quad(atlc proflle J(:_2) in Eg. (22), and a
Ou=Ti+2( f)( 5y (1=Ty) S5, (22) =(40/3) for the quartic profileJ=4) in Eq.(24).

For two semi-infinite regions in perfect thermal contact with a

For a cubic or quartic profile, additional constraints are requiregniform conductivity across both regions, the well-known analyti-

After Goodman(9], a “derived” boundary condition is obtained cal solution[23] alsp predicts an interfacial temperatdrgiden-

from tt_he di{fter:er}tial eqduatfi(iﬂ, IfGiB). Ev_aluatin%the diﬁerentiql tically equal to 1/2. Qisik [23]has shown that the quartic profile,
thut%'pn.% e (;"“ ?n ftc') et\;\;]o regllonst_an upon Letcpgnm%_ (24), provides the most accurate prediction of the interfacial
atgis independent ot ime at these focalions, one oblaiNS — peat flux relative to the analytical solution. In the context of strati-

726, 926, fied sensible storage, a quantity of greater interest is the thickness
2 =5 =0. (23) of the thermocline which in turn has direct relation to the degree
3 £=—4 § &=, of thermal mixing. The selection of a particular definition for the

extent of the thermocline takes on physical significance if the edge
5 chosen as the limiting temperature for the usable fraction of the
storage volume. For cool storage applications, the usable portion
& the fluid volume is typically considered to be that portion at a
For the more restrictive case, in whidh is independent of temperature of less than 5-25 percent of the overall storage tem-
. o ) ' . penc erature difference. For heat storage applications, the fluid volume
time, two additional profiles may be obtained. An additional Corky, e 75_95 percent of the storage temperature difference
straint on th? proﬂlg may thgn be denyed from app_llcathn of tI“ﬁ1,17,18,29]s typically considered usable in most applications.
governing differential equation &=0, in a manner identical to The thermocline thickness , is therefore computed as the dis-
that of Eq.(23). Application of both derived boundary conditions, LU . put '
produces quartic profiles given by tance betwee_n the fill lingj; and the location at which the profile
equals a particular edge temperatufg, The thicknesses are de-
fined, implicitly, according to6,(t,é=—67)=Te, and 6,(t,¢
=5;)=1-T,. In the case of a uniform diffusivity, / «,=1 and
A 8¢ =4}, . The variation of the apparent thermocline thicknegs,
1-T) £ in time is shown in Fig. 3.
s, The t¥2 growth of the layer thickness is untouched by the
(24b) choice of the edge temperatufg,. For each edge temperature,

The cubic profiles resulting from the application of these add
tional constraints are given in Homdi0]. These profiles are
applicable irrespective of whether the interfacial temperature
constant or a function of time.

4
, and (24a)

3
0|:Tf+2Tf(§l) _2Tf(§|) _Tf(gl
3

0u=Tf+2(l—Tf)(5£) —2(1—Tf)(5£
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Fig. 3 Upper boundary layer growth, — &;(t), for several edge  Fig. 5 Ratio of thermocline thickness to boundary layer scale
temperatures, T,, at Pe=10° versus interfacial temperature for several edge definitions

the apparent thermocline thickness is greater in the quadratic proThe difference between the two thicknesses increases,for
file than in the quartic profile. However, the boundary layer scalg; 5, but atk, = 10 has clearly decreased. Qualitatively, the expla-
6, is larger in the quartic profile than in the quadratic profile asaiion is that the boundary layer scak,, is independent of the
indicated by the previously indicated coefficient values. Based @herfacial temperature, whereas one or the other of the apparent
comparison to the analytical solution for uniform diffusivity, thethermocline thicknesses* , must vanish a3 approaches either
quadratic profile gives a slightly more accurate prediction of t t&?]r (1-T.). QuantitatiCéIy, the behavior rrf1ay be understood by

Te:'0.0S ec_ige whereas, for the 0.15 and 0.25 edges, the quag paring the ratio of the respective thicknesses to their boundary
proflle prowdes the closest agfeef.“ém]- The res}!"s presented.layer scale. Symbolically, this ratio is computed as
in the remainder of this paper will therefore utilize the quartic ' '
profile. 5
Ch=""r-
Non-Uniform Diffusivity. ~ Considering the case in which the TSt

diffusivity is constant in time, but of different magnitude in eachpege ratios are shown versus the interfacial temperature for se-
of the two regions, the solutions for the boundary layer scalg@s.ieqT. in Fig. 5
e . 5.

remain of the form shown in Eq27). Defining a thermal mixing  The shape of the curve serves to explain the behavior observed
factor ratio as«, =« /«,, the boundary layer scales can be exy, Fig. 4. Observe that a§; is decreased from one-haff, in-
pr?’isee?nigrggi;?rtgﬁrﬁ_efr(;t’lf)rihi(;)t:enr? 5}\76;05(%/"“)/ Ke)- creases slightly and therefore the upper thermocline thickéigss
P 9 y takes on an ever larger fraction of the boundary layer scile,
Ti=(1+8) " t=(1+ \/Z)*ll (28) On the other handg, decreases rapidly ag; approachesT.
. . .
since = (k; 1x) (8,18) = Jxr. Thus, 6" becomes an ever smaller fraction 6f, which does

. ; . . . . increase according tgk,.
Interestingly, increasing, results in an increase in botf§ and _ _ g _Q_r _ _
5 at fixed Pek,. The upper layer thickness increases slightly Transient Diffusivity. ~Physical reasoning suggests that the
because the interfacial temperature decreases with increasing effective diffusivity observed at the thermocline will vary in time
The increase id} with «, , however, is much greater. The growthSiNce the thermocline is transported away from the inlet at the
ro 1 .

— . A bulk velocity. Since gravity serves to restore and maintain equi-
ok
in time for &, and 57 at several, values is shown in Fig. 4. librium in the stably-stratified case, it is only the inflow and out-

flow which drive the departure from equilibriugm the absence

of heat transfer in or through the tank wall§he effective ther-
0.08f1 T ' ! ! ] mal diffusivity must therefore be a function of time if the ther-
mocline thickness is to grow at anything other than tHerate
prodicted by a constant diffusivity. Consider, therefore, a thermal
mixing factor of the form

k(1) =%(1+b)t". (30)

(29)

P 0,04- Provided that the exponetis identical for both the lower and
: upper regions, the interfacial temperature remains constant and
the solutions for the boundary layer scale are of the form
0.02 ar D)2
"= pe | (31)
0.00 ) , . , ] where the subscript again refers to either o or I. The ther-
0.0 0.2 0.4 0.6 0.8 1.0 mocline thickness will therefore have a simple power law depen-

dence onb. The constana in Eg. (31) remains as earlier. The
interfacial temperaturel;, also remains equal to (3) %, ex-
Fig. 4 Growth of the upper and lower boundary layers, 5% and  cept that nows= k| Ik, = ;.

&5 , for T,=0.15 and (Pe/x,)=10°. In each case, &}> 5" except The growth in time of the upper layer thicknes, , is shown
for the case x,=1, where & =47, . in Fig. 6 for several values df. The constant diffusivity caseé,
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Fig. 6 Growth of the upper boundary layer thickness, &% (1), Fig. 7 Variation of the fill-line temperature in time for empirical
for r,,=1 at (Pe/x, )=10° for several b values data from several references

. . the edge temperatures although a clear asymmetry in the ther-
=0, is seen to produce the familid~t~* growth whereas the mqcline thickness may be observed on either side of the fill line.
b=1 limit shows5~t. The relation between the upper and lowegstimated thermocline growth rates from the data in these figures
thicknessesg;; and 5 , remains identical to that of the constantyre in the range®-33 to t%43, Interestingly, the data also makes
diffusivity case sincely remains constant with respect to time. clear that a higher degree of mixing does not necessarily manifest
Comparison To Empirical Data. The distinguishing charac- itself in a larger thermocline thickness at all edge temperatures.

teristics of the diffusivity variations considered in the present foFFOr_example, Figures 8 and 9 sho§j <4} for T,=0.25 and
mulation are(1) a constant fill-line temperature ari) a constant 0.75, respectively. In effect, the higher degree of mixing erodes
thermocline growth rate for all edge temperatures, both above afi§ lower edges of the thermocline thereby transporting it
below the fill line. Several sources of empirical data have therlroughout a broader region, resulting in the long tails often ob-
fore been selected to demonstrate the validity of these basic ggfved in these profilegl9]. Since the data presented in these
potheses and are shown in Table 1 along with the correspondffires exhibit both a nominally uniform fill-line temperature and
experimental conditions. The sources cover a wide range of gihstant growth rates for all edge temperatures, there is good
closure volumes and include temperature ranges corresponding@eement with the basic tenets of the present formulation.

both hot and cool storage. The data of Truman ef28], Wildin To illustrate the quantitative determination of the empirical con-
and Sohr{28] and Zurigat et al[31] consist of temperature pro- Stants in the present formulation, the data of Zurigat ef30]

files at several instants in time whereas the data of Zurigat et @d Zurigat et al[31] will be examined in detail. The latter has
[30] consists of time series data for each of several sensors. All#th a relatively constant fill-line temperature and thermocline
the references except for that of Zurigat et[aD] correspond to a growth rates whereas the former has strongly varied thermocline

t1/2

bottom inflow of lower temperature water. growth rates. _ _ _
The time variation of the fill-line temperature for each of the The data of Zurigat et a[31] consists of vertical temperature
data sets are shown in Fig. 7. profiles, T(y), recorded at three times during the discharging of a

In each case, except possibly for the data of Zurigat dB34l], heat storage device. From these profiles, the instantaneous fill-line
the fill-line temperature is essentially uniform in time. The lagemperatures and thermocline thicknesses can be directly deter-
data point of Truman et aJ25] departs from the trend otherwisemined. These quantities are shown in Table 2.
indicated and is likely due to the influence of the outlet since it Based onT¢, the mixing factor ratio may be determined from
corresponds to the point at which essentially an entire tank véig. (28), which is equally applicable to any of the diffusivity
ume has been drawn through the vessel. variations considered. Then, having selected a representative

The growth of the upper and lower thermocline thicknesses aralue for T, values forx, may be computed from each ther-
shown in Figures 8, 9 and 10 for Truman et[@5], Wildin and mocline thickness using E¢24) and Eq.(27). Additionally, the
Sohn[28], and Zurigat et al.31], respectively. In each case, theplot of 5} (t), Fig. 10, may then be used to estimate a valuebfor
growth rates are, to a good approximation, identical for each since the slope of the curve is equal to(h)/2. Values fork,

Table 1 Empirical data sources and associated experimental conditions.

Reference V (Lpm) V(L) H (m) Dy (m) Pe T (°C) AT (°C)
Truman et aI[ZSa% 2.0 561 0.91 0.78 357 6 9.9
Truman et al[25b 5.6 561 0.91 0.78 999 6.2 9.6
Wildin and Sohr[28F 13.0 1,990 0.91 1.32 645 12 10.9
Zurigat et al.[30 5.72 188 1.45 0.406 7010 24.6 26
Zurigat et al[31} 12.1 2,250 21 1.16 2750 22.5 18.1

Temperature profile data taken from Figures 11 and 14, respectively.
2Temperature profile data taken from Figure 14.

STemperature profile data taken from Figure 6.

“Temperature profile data taken from Figure 12.
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Fig. 10 Growth of the thermocline thickness for the indicated
edge temperatures taken from data of Zurigat et al. [31] with a
Peclet number of 2750. The lower edge temperatures corre-
spond to the inlet side of the thermocline.

Three solution profiles are shown corresponding to uniform,
non-uniform, and transient non-uniform diffusivities. The uniform
diffusivity model is clearly inadequate for predicting the growth
of the upper layer while the non-uniformx(# 1) and transient
(k,#1,b#0) diffusivities provide increasingly better agreement
throughout the duration of the filling process.

Finally, the data of Zurigat et a[30] is examined which con-
sists of time series datd,(t), at each of several temperature
sensors distributed vertically in the enclosure throughout the
charging process of a heat storage vessel. The vertical coordinate,

Table 2 Fill-line temperatures, thermocline thicknesses and
mixing factor coefficients computed from the temperature pro-

Fig. 8 Growth of the thermocline thickness for the indicated files of Zurigat et al. [31]
edge temperatures taken from the data of Truman et al. [25] at
Peclet numbers of 357 and 999, respectively. The lower edge t
temperatures correspond to the inlet side of the thermocline. Parameter 0.161 0.323 0.645
T; 0.729 0.629 0.603
] ) ] Kpy Kr 0.138 0.348 0.433
may then be determined for each of the thermocline thicknesses —
using Eqg.(24) and Eq.(31). The values fok, are also shown in T.=0.08
h : ; S* 0.0352 0.0522 0.0635
Table 2. Solution profiles based on the data in the table are shown ‘! 3.03 431 319
overlayed with the temperature data in Fig. 11. % 207 290 274
T,=0.18
5 0.0273 0.0338 0.0399
1.00F Ki 4.65 3.55 2.48
o+ 005 o 075 Ki 2.45 2.39 2.12
% 015 A 085 T =025
X 025 005 5 0.0212 0.0242 0.0268
Ki 5.20 3.38 2.07
- i 2.74 2.27 1.78
o010k + o ¥ A& T,=0.75
0 & A < 5% 0.00612 0.0188 0.0214
A <o <o Ko 1.77 8.32 5.40
* * X Ko 0.933 5.60 4.63
* T.=0.85
% 0.0140 0.0284 0.0345
X 0
0 2.37 4.87 3.60
0.01 %o 1.25 3.28 3.09
0.1 1.0 T,=0.98
t 5 0.0358 0.0433 0.0598
0 5.30 3.87 3.69
Fig. 9 Growth of the thermocline thickness for the indicated %o 2.80 2.60 3.17

edge temperatures taken from data of Wildin and Sohn [28]

with a Peclet number of 645. The lower edge temperatures cor-
respond to the inlet side of the thermocline.
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aThe convective mixing factor,, and coefficientk,, are computed based ofy
=0.63.
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Fig. 12 Growth of the thermocline thickness for the indicated

edge temperatures taken from data of Zurigat et al.

[30] with a

Peclet number of 7010. The higher edge temperatures corre-

Zurigat et al. [31]

spond to the inlet side of the thermocline.

X, is aligned with the direction of bulk flow such that1—y Lok x=0276 0466 0657 0847
wherey is the coordinate originating from the bottom of the ves- T
sel. The fill-line temperature is then the temperature at each sensol
wheny; equals the sensor position. In thkecoordinate system 0.8
&~ 0.6
Table 3 Fill-line temperatures, thermocline thicknesses and [
mixing factor coefficients computed from the temperature pro- 04}
files of Zurigat et al. [30] [
R/H 02F
Parameter 0.276 0.466 0.657 0.847 0.0 _atds :
T¢ 0.630 0.652 0.687 0.694 0.0 0.2 .
ts 0.276 0.466 0.657 0.847 t
K, Kr 2.90 3.51 4.82 5.14
T —0.05 Fig. 13 Comparison of the analytical model for (a) b=0, «;
5 00994 ° 0111 0.122 0.128 =30, and w,=1, (b) b=0, x;=40, and x,=45, and (c) b
t 0.177 0.355 0.535 0.719 =—0.665, <;=40, and £,=5.0 with empirical time series data of
Ko 72.0 448 35.9 29.4 Zurigat et al. [30]
o 22.8 22.5 23.7 23.6
Te=0.18 T;=p/(B+1), in contrast to Eq(25), since the “upper” and
% 0.0708 0.0843 0.0913 0.0991 “lower” designation is reversed. Determination of the ther-
t 0.205 0.382 0.566 0.748 - : . - . .
%o 60.7 46.2 36.5 32.6 Mocline thicknesses is considerably more tedious than for the in-
%o 21.2 24.4 25.0 26.9 stantaneous profile data since each thermocline edge crosses a
— given sensor at a different time. The instantaneous thickness is
Te=02% hen the diff b h ition and the i -
5 0.0554 0.0670 0.0759 0.0780 then the difference between the sensor position and the instanta
t 0.221 0.399 0.581 0.769 heous fill-line position. The fill-line temperatures and thermocline
Ko 62.1 50.3 44.3 35.4 thickness data so determined are shown in Table 3.
Ko 22.8 27.3 30.9 29.7  As with the time series data, an estimateTgfis sufficient to
T.—0.75 determine thex, values shown in Table 3. In order to determine
P 0.0330 0.0251 0.0181 0.0160 the parameters of the transient diffusivity model, the power law
t 0.309 0.491 0.675 0.863 exponent must also be estimated. The thermocline thickness varia-
Ki 102.2 37.2 14.1 8.6 tion in time for this data is shown in Fig. 12. The variation is
Ki 46.9 23.2 10.8 7.8 clearly more complex than observed in the previous data sets with
T,=0.85 marked differences in the thermocline growth rate of the upper
S5 0.0673 0.0576 0.0563 0.522 (outlet) and lower (inlet) side. Based on the outlet side thick-
t 0.343 0.524 0.713 0.899 nesses, a value fdris estimated as-0.665. Fig. 13 shows solu-
L ;gg ggg ggg 12‘2‘ tion profiles overlaying the empirical data for each of the uniform,
i ' i ' "~ non-uniform and transient diffusivity models. Neither the uniform
T.,=0.95 nor the non-uniform diffusivity models provide a good prediction
5 0.153 0.137 0.144 0.138 of the data throughout the filling process. However, having esti-
t 094722 Oégog’ 0486011 0.985 matedb from the time variation of the outlet-side thicknesses, the
7':: 55.4 306 308 341 transient diffusivity provides an excellent prediction of the outlet-

side segment of the profile. The inlet-side has a much lower

aThe convective mixing factork, , and coefficientk,, are computed based ofy

=0.66.

Journal of Heat Transfer

growth rate, however, and the transient diffusivity model therefore
overpredicts its growth. Although not encompassed by the present
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formulation, this behavior is consistent with the higher flow iner- % transient diffusivity coefficient, see E(30)
tia for this case and the observed sharpening of a fixed gradient ¢ = spatial coordinate relative to fill-line, see E&)
layer undergoing interaction with an imposed turbulent field ¢ = time-dependent function, see Edl)

[7.26) Subscripts
Conclusions g = gglde
The stably-stratified top- or bottom-filling of an enclosure pro- f = fiII-?ine
duces an interfacial layer, or thermocline, reflecting the internal = pot
mixed-convection flow. The evolution of this thermocline largely | = lower region
determines the performance of the stratified thermal storage sys-  —= total (molecular and convectiyesee Eq(17)
tem. Integral solutions to the horizontally-averaged energy equa- |, — upper region

tion with non-uniform and time-dependent diffusivities are pre-

sented which exhibit profile asymmetries and growth ratd3eferences
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Analysis of published data from several sources shows good Solar Thermal SystemsAdvances in Heat TransfeT. F. Irvine, Jr. and J. P.
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Natural Convection Heat Transfer
From a Cylinder With High
Bassam A/K Abu-Hijleh COHdUCtiVitv Permeable Fins

Mem. ASME
Department of Mechanical The problem of laminar natural convection from a horizontal cylinder with multiple
and Manufacturing Engineering, equally spaced high conductivity permeable fins on its outer surface was investigated
RMIT University, numerically. The effect of several combinations of number of fins and fin height on the
Bundoora East Campus, average Nusselt number was studied over a wide range of Rayleigh number. Permeable
PO Box 71, Bundoora 3083, fins provided much higher heat transfer rates compared to the more traditional solid fins
‘ Victoria, Ausralia for a similar cylinder configuration. The ratio between the permeable to solid Nusselt
6-mail: Bassam.Abu-Hijlen@RMIT.edu.au numbers increased with Rayleigh number, number of fins, and fin height. This ratio was as
high as 8.4 at Rayleigh number of & hon-dimensional fin height of 2.0, and with 11
equally spaced fins. The use of permeable fins is very advantageous when high heat
transfer rates are needed such as in today’s high power density electronic components.
[DOI: 10.1115/1.1532013
Keywords: Computational, Finned Surfaces, Heat Transfer, Natural Convection
Introduction Zhao and Liad12] and Zhao and Sonl3] showed that forced

. . . . . onvection heat transfer in a cavity can be significantly enhanced
Laminar convection from a heated cylinder is an mportarﬁ ing permeable walls. No published work could be located that

proplem n heat pran_sfer. It is used to S'T“”'ate a W'd.e range fscusses the use of permeable fins on the natural convection heat
engineering applications as well as provide a better insight i nsfer from a horizontal cylinder

more complex systems.of heat transfer. Accurate knowledgg of t his paper details the changes in the Nusselt number due to the
overall natural convection heat transfer around circular cylinde

heaters, refrigerators and electrical conductors. Because of its\}vrb- e solved numerically using the stream function-vorticity
dustrial importance, this class of heat transfer has been the SUbIﬁBEhod on a stretched grid. This detailed study included varying
of many experimental and analytical studies. The problem hﬂfe Rayleigh number from a0 1%, number of fins from 1 to

received continuous attention since the early work of Morigan 11, and the non-dimensional fin hei’ght from 0.25 to 2. This range

and Churchill and Chiiz]. The most widely referenced work in of values is based on the experience gained from a previous work

g;lsi ?\Leriéﬁgglatscitt}i(;r?grf] ?hned ﬁ?'g.snﬁ?g ‘évg\'/(;?n'i?guggga:%isusing uniformly spaced solid fins for the same configurafﬂ:lh].

Althouah more recent work and more accurat ik has b Due to symmetry, th_e computations were carried on half the
gn . . urate wo as eEﬂyswal domain making use of the vertical symmetry plane pass-

reporteq in th‘? Ilte_raturt_a since thp#-6] the work of Kuehn a_nd ing through the center of the cylinder. The number of fins reported

Goldstein[3] is still being referenced7,8]. A more extensive parein is that on one half of the cylinder. No fins were located at

review can be found in a recent paper by Eckert ef%l. the symmetry plane

Fins have always been used as a passive method of enhancing '

the convection heat transfer from cylindéi@. The presence of Mathematical Analysis. The steady-state equations for two-

the solid fins has an effect on both the aerodynamic as well as ttimensional laminar convection over a cylinder, including the

thermal characteristics of the flow. The fins tend to obstruct tHoussinesq approximation, are given by:

natural convection currents near the cylinder surface, thus reduc-

ing the heat transfer from the cylinder to the surrounding fluid. On 14(ru) 1 dv

the other hand, the fins increase the heat transfer area resulting in T ar + T8

an increase in the heat transfer from the cylinder to the surround-

ing fluid. The net result of these two opposing effects depend on

the combination of number of fins, fin height, and Rayleigh num- dJu v du v .

ber. Previous work by the author has shown that increasing thé‘ﬁJr Yoo 1 E{pgﬁ(T—Tx)sm(e)— E}

number of uniformly spaced solid fins beyond a Rayleigh number

dependent value can result in a reduction in the Nusselt number

[10]. Permeable fins can offer less resistance to the natural con-

vection currents around the cylinder while still offering the in-

creased heat transfer surface area of solid fins. Such fins are ex- @

pected to offer much enhanced heat transfer rates from a cylinder

than solid fins. Stewart and Burf&l] reported enhanced convec- dv v dv p

tion heat transfer characteristics in a concentric annulus with hedt 3y "7 56 7 7 = ;[pgﬁ(T—Tx)cos( -+ ﬁ}

generating porous media when using a permeable inner boundary.

@)

2

u 1du u 14U 2

F Yt —— ot > — —
VorZ v ar 12 12962 1240

(92v+1(9v v+l(?zv+219u
ar? rar r? r?96% r?a6

+v
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V= ar r oor + r2 962 Fig. 4 Change in the normalized Nusselt number of the perme-
) ) ) ~able fins (solid lines ) and solid fins (broken lines ), at
Equations(1)—-(4) are subject to the following boundary condi-ra,=103
tions:
1 On the cylinder surface, i.e.=r,; u=v=0 andT=T,.
2 Far-stream from the cylinder, i.e.;»; dv/dr=0. As for
the temperature, and following the work of Kuehn and Goldstein
[3] and Abu-Hijleh et al[8], the far-stream boundary condition is
divided into an inflow @=<150deg) and an outflow &
. Far Stream :a
§=‘:m |g_°l.o
‘ g “ -t =0.25
i1 i L i et
£ iy
= =w oo 1501
n=0 Cvlinder Surface n=1 0
‘ : Nu:nbor of oqua|l; spaced fins (.B) ® ®

Fig. 5 Change in the normalized Nusselt number of the perme-
able fins (solid lines ) and solid fins (broken lines ), at

Fig. 2 Schematic of the computational grid in the physical
(left) and computational (right) domains, showing a case with

uniform fin distribution
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Fig. 7 Change in the normalized Nusselt number of the perme-

Fig. 6 Change in the normalized Nusselt number of the perme- able fins (solid lines ) and solid fins (broken lines ), at
able fins (solid lines ) and solid fins (broken lines ), at Rap=10°
Rap,=10°
ko Nf
o Nup 1= f Nup (0)d 6+ >, Nup ¢(6y) )
>150deq) regions, Fig. 1. The far-stream temperature boundary 0 1

conditions areT=T., and dT/dr=0 for the inflow and outflow Tpe following nondimensional groups are introduced:
regions, respectively.

3. Plane of symmetryp=0 and #=180degreespy=0 and or o v _(T-T,)
uldf=dTl96=0. R=r_' “(alry)’ V= alr)’ ¢= T -T.)'
o (alro) (alro) (To—To)
4. On the permeable fin surface=0. The least restrictive
permeable boundary condition is that of no resistance to the ve- p= (P—P=) H= Min—To ®)

locity normal to the fin surface, i.ev,= constant=v/96=0 [11].
The fins are assumed to be very thin and of very high conductiv-
ity, thus the temperature along the fin will be equal to that of thgsing the stream function-vorticity formulation, the non-

Sp(alrg)?’ o

cylinder’s surface, i.eT4,=T,. dimensional form of Eqs(1)—(4) is given by:
The major assumptions made regarding the fins’ boundary con- w=V2y 9)
ditions above are: fin thickness0, fin thermal conductivity
;w, and fin flow resistance 0. These assumptions we intro- 9o . \—/a—w=PrV2w+RaP sin(&)ﬁ+ cog0) i¢
uced in order to simplify the solution of the problem and will JR R 90 JR R 96
give the “best case scenario” effect of using permeable fins. (20)
“Real” fins will have a finite thickness and thermal conductivity.
If this is to be taken into account, the problem will become that of @ T ! ﬁ =V2¢ (11)
conjugated conduction—convection heat transfer. This will JR R0
greatly complicate the solution procedure as well as introduce W ere
new parameters that need to be considered, i.e. fin thickness an(? ’
fin thermal conductivity. Neglecting the fin’s flow resistance will 19y Y 9Bri(T,—T.)
only change the velocity gradient boundary condition at the fin but U= R0’ V=-— IR’ &= T ar
will not affect the computational procedure. Still this will intro-
duce another parameter that need to be addressed. The inclusion gBD3(T,—T..)
of any of these parameters will greatly increase the number of R%:Ty Pr= o (12)

different cases that need to be simulated and will further expand _ _ -

the size of this paper. Thus as a first attempt at studying the bdre new non-dimensional boundary conditions for Eg$—(11)

efits of permeable fins, the author made a conscious decisionate given by:

introduce the above mentioned simplifying assumptions. With the . . A _

“ideal” performance of permeable fins established, future work L OE agh%;%/"ndzr Eulrfg\ce, leR=10; ¢=0ylIR=0,

can focus on real fin effects such as the fin's flow resistance, ©~ ¥ , and¢g=1. : . 5 5

thickness, and thermal conductivity. 2. Far-stream form the cylinder, i.&R—o; 9°¢/dR“=0 and
The local Nusselt number, based on diameter, on the cylinder ©@=—(1/R?)(4*¢/36?). For the nondimensional tempera-

surface is given by: ture, ¢=0, anqazz)/ﬁR:O, for the inflow and outflow re-
gions, respectively.
Dh(#8) D aT(rg,6) 3. Plane of symmetryg=w=39d¢/d6=0.
Nup ()= —— =~ TooT) o (5) 4. On the fin surfaced?y/9R30=0, and ¢g,=1.0.
o el

) ) .. Inorder to accurately resolve the boundary layer around cylin-
The local Nusselt number at the fin, based on diameter, is givgBr, a grid with small radial spacing is required. It is not practical
by: to use this small spacing as we move to the far-stream boundary.
fin b 11aT(r 8 ST(r 6 Thus a stretched grid in the radial direction is neeﬂp@ﬂ. This
Nup f(gf):J _ _[ (r,65) i (r,6) dr will result in _unequally spaced nodes and_vyould_ require the use of
' 1 (To=To)r a6 30 |, iom more complicated and/or less accurate finite difference formulas.
(6) Toovercome this problem, the unequally spaced grid in the physi-
cal domain R, 6) is transformed into an equally spaced grid in the
The effective average Nusselt number, including the effect of tkemputational domairié,») [14], Fig. 2. The two domains are
fin(s) is given by: related as follows:

top
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Fig. 8 Streamlines (right) and isotherms (left) for the case Ra p,=10* and H=2.00 for different number of permeable fins

R=e™, 6=my (13) The transformed boundary conditions are given by:

Equations (9)—(11) along with the corresponding boundary 1. On the cylinder surface, i.e.§=0; ¢=dy/d&=0,
conditions need to be transformed into the computational domain= (1/72)(6%y/ 9£?), and ¢=1.0.
In the new computational domain, the current problem is given 2. Far-stream form the cylinder, i.eé—~%; d°y/9£2=0 and

by: w=—(1E?)(#*yldn?). For the nondimensional temperature
1Py Py ¢=0 and d¢/d&=0, for the inflow and outflow regions,
©=g2 EEJF Fr (14) respectively.

3. Plane of symmetry; i.e.y=0 and »=1; y=w=39d¢ldn
=0.
4. On the fin surfaced®y/dédn=0, and ¢g,=1.0.

_+ —_—
&> an®  Pr

Pow Po 1| i I o
an 9 9E dny

. ad ad The effect of adding the fin(€)n the convection heat transfer
—ER{SIF\(ﬂ'ﬂ)a—g‘*‘COS{Wﬁ) (9—} (15)  from the cylinder will be presented in terms of the normalized
K Nusselt numberNUp ;) which shows the relative change in the
Ay dp Iy dP Nusselt number compared to the case of a smooth cylinder, Eq.
an 9E  9E an (16) (18) below. The ratio of NUp ;) permeable fins toNUp, ¢) solid
fins will be used to gage the enhancement in heat transfer due to
the use of permeable fins in place of solid finR NUp 1), Eq.
E=me™ (17)  (19) below.

Pp PP

—+
&> an®

where,
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Fig. 11 Change in the ratio of the normalized permeable to
solid fins Nusselt number at Ra  ,=10° (top) and Ra,=10° (bot-
tom)

NUD,f:NuD,fINuD,O (18)

R NUp 1= (NUp ) permeanid (NUp £) solid (19)

The resulting system of elliptic PDEs along with the corre-, . . . . .
sponding boundary conditions were discretized using the finifg'S Was done to insure that the solution obtained was indepen-
difference method. The resulting system of algebraic equatio nt of_the predeflnt_ad value of each of thesg para[r(waeters. The
was solved using the hybrid schelf#5]. Such a method proved t€Sting included varying the value af from 10" to 10, R..
to be numerically stable for convection-diffusion problems. ThEom 5 to 50,N from 60 to 150, andvl from 60 to 144-_';‘“ the
finite difference form of the equations was checked for consi§2Se Of a smooth cylinder at Ral1C’, using € =10"° and
tency with the original PDE§15]. The iterative solution proce- €hanging the grid sizeNx M) from 60x60 to 120>90 to 140
dure was carried out until the error in all solution variableg<120 to 150x144 resulted in average Nusselt number values of
(,w,4) became less than a predefined error ldeel. Other pre- _7.7352, 7.7925, 7.7951,. anq 7.79_48, respectively. These numbers
defined parameters needed for the solution method included tRgicate that a 128 90 grid size is fine enough to resolve the fluid
placement of the far-stream boundary conditidR.( and the and thermal boundary layers. Still the next size up grid (140
number of grid points in both radial and tangential directidds, < 120) was chosen to allow for the changes in the flow and ther-
andM, respectively. Extensive testing was carried out in order {pal fields that will rise as a result of adding the fins. For the same

determine the effect of each of these parameters on the soluti6dse (R8=10°) and a grid size of (148120), changing the
predefined error levele) from 103 to 104 to 105 to 10°¢
resulted in average Nusselt number values of 8.5035, 8.0972,
s00 - 7.7951, and 7.7943, respectively. The results reported herein are
T "1  based on the following combinationNx M =140x120, R..
: T | =13.19, ande =10 °. The accuracy of the local Nusselt number
kil e calculations, Ny ¢(6), is another measure of the accuracy of the
Ne=2 e numerical code. Figure 3 shows very good agreement between the
l profiles of the local Nusselt number calculated by the current code
; and the data reported by Kuehn and Goldsf8il)Wang et al[5],
and Saitoh et al.6], for the case of a cylinder with no fins.
In the previous work for uniformly spaced fifit0], the number
of grid points was varied in the radiaNE 133—-141) and tangen-
tial (M =105-120) directions in order to insure that all fins co-
incided with one of the grid’'s radial lines and that the fins end
coincided with one of the grid’s tangential lines, Fig. 2. The need
for the fins to coincide with the grid was also observed in this
4 study but in a different fashion. In order to avoid any changes that

8
2

rrizinananw

Ne= 11 2 1
.

ERIOEEEE R,

»
»
°

Local Nusselt number, Nu

" !
1 " |I Ne=3

o 30 60 90 120 150 180

Tangential position, ( Odeg)

Fig. 10 Variation of the local Nusselt number for different
number of permeable fins at Ra ,=10* and H=2.00

286 / Vol. 125, APRIL 2003

might result from using different grids for different combinations
of number fin(s)and fin height, a fixed size grid was used for
combinations in this study (140120). In this study the fin's
tangential location was varied in 15 deg increments between 15—
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165 deg. Thus usiniyl = 120 insured that the tangential grid resoable fins is more beneficial when using long fins. This is logical
lution was suitable for all tangential fin locations. The hardest pasince long solid fins tend to significantly suppress the convection
was adjusting the radial grid resolution to insure that the fin’s erairrents around the cylinder. It is in such circumstances that the
coincided with one of the radial grid points. In this study th@erodynamic advantages of permeable fins become prevalent. The
nominal fin height§H) used were: 0.25, 0.5, 1.0, 1.5, and 2.0. Thsignificant increase in permeable fin heat transfer compared to that
combination ofN= 140 andR,,=13.19 resulted in a difference of of solid fins at large number of fins and high Rayleigh is mainly
less that 1 percent between the actual fin height and the nomidak to the reduction inNUp ;) of solid fins at combinations

fin height used in the current study. The actual height being thataff large number of long solid fins and high Rayleigh numbers,
the fin used in the calculation with the fin’s end coinciding witHFigs. 5-7.

the closest radial grid point while using a fixed radial grid resolu-

tion (N=140). Conclusions

Results. Figures 4—7 show the changeNUp ; for the cases The problem of laminar natural convection heat transfer from a
of Rg,=10°~10°, respectively. The solid curves indicate the reponz'o'ntal_ cylinder W'th unlformly spaced permeable high con-

P o . N ductivity fins was studied numerically over a range of Rayleigh
sults of permeable fins while the broken line curves indicate t

results of solid fins. The solid fin cases were recomputed using mbers and for different configurations of number of fins and fin

current fixed size grid, not the results of the previous wdr],
and are intended to show the heat transfer enhancement due t
use of permeable fins. It can be seen that the use of permeablectﬂ%m

reduction in the Nusselt number as opposed to case of using s
fins, Figs. 5—7. This clearly shows that permeable fins perform t
function of increasing the heat transfer area without the penalty\ﬁgﬁ
reducing the convection currents, as is the case of solid fid
At low Rayleigh number, the value oNUp, ;) levels off at large

tion does the increase of the number of permeable fins result %

gight. The use of permeable fins resulted in much higher Nusselt
number values than for cases of similar cylinder/fin configurations
ith solid fins. Permeable fins increased the heat transfer area
out suppressing the convection currents, as is the case of solid
. The ratio between the permeable to solid fins Nusselt number
creased, up to 8.4, with Rayleigh number, fin height, and num-
of fins. At low Rayleigh numbers, B&10*, the Nusselt
ber of permeable fins did not increase muchNex5. The
ults indicate that permeable fins can be very useful in situations
ich require higher heat transfer rates than what can be achieved
by the use of regular solid fins.

number of permeable fins. As the air flows through the permealNgymenclature

fins it gets heated and creates a thermal wake behind the fin. This
wake renders part of the next fin ineffective as the temperature
gradient between the next fin and the incoming hot air is small and
thus not conducive to significant convection heat transfer. As the
air flows through more fins the ineffective portion of each subse-
quent fin becomes larger. As the number of fins increases the
spacing between the fins becomes smaller. This causes part of the
hot air to get “trapped” between the fins resulting in a recircula-
tion region which further increases the ineffective portion of the
fins. Also as the number of fins increases the surrounding cold air
cannot penetrate radially deep into the smaller hot air pocketé\'UD
formed by the larger number of fins. This can be seen form the
streamlines and isotherms shown in Fig. 8 for the case gf RaNUb.t
=10* andH=2.0 at different number of fin configurations. The
reduction in the effective portion of the fins is clearly visible from Nup o
the isotherms while the increase in the radial size and tangential
span of the recirculation zone can be deduced from the streamNUp ¢
lines. Figure 9 shows the velocity vector plot for the case of
Ra,=10% H=2.0, andN;=11. In this figure, constant length NUp ;
vectors are used. The use of vectors whose length is proportional

to the magnitude of the velocity would have rendered the slow P
speed recirculation zone not visible. Figure 9 clearly shows the p
reduction in the cool surrounding air’s ability to penetrate between  Pr
the subsequent fins. The size of the recirculation zone is also R
visible. Figure 10 shows the tangential distribution of the local r
Nusselt number around the cylinder for the same conditions in Iy
Fig. 8 but limited to four cases in order to improve readability.  I'o
The reduction in the heat transfer from each subsequent fin is Ra
clearly visible. Also visible is the reduction in the individual fin
contribution as the total number of fins is increased fiéys 2 to
3to 11.

Figure 11 shows the ratio oNUp, 1) permeable fins toNUp, ¢)
solid fins, R’ NUp, ;), at Rg=10® and 16. The ratio R NUp, ;)
increased with increasing number of fins, fin height, and Rayleigh
number and was as high as 8.4 atpRd(?, H=2.0, and
B=11. Such high heat transfer rates can only be achieved by
using fan induced mixed or forced convection heat transfer when
coupled with solid fins. The use of permeable fins is an excellent
passive method for providing high heat transfer rates for elec-
tronic components in a small, light weight, low maintenance, and
energy free package. This figure indicates that the use of perme-
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R NUD'f:

cylinder diametefmeters), 2 j

parameter in computational domaimg™

gravity

nondimensional fin height

local convection heat transfer coefficient
conduction heat transfer coefficient

number of grid points in the tangential direction
number of grid points in the radial direction
number of fins

local Nusselt number on the cylinder surface based
on diameter

local Nusselt number over the length of the fin
based on diameter

average Nusselt number based on cylinder diameter,
reference case with no fins

average Nusselt number based on cylinder diameter,
including effect of ¢ ) number of fins

normalized average Nusselt number based on cylin-
der diameter, including effect off () fins
nondimensional pressure

pressure

Prandtl number

nondimensional radius

radius

fin radius

cylinder radius

Rayleigh number based on cylinder radig®(T,
—Tx)rg/av

Rayleigh number based on cylinder diametg8(T,
*Tx)D3/av

Ratio of the normalized Nusselt number for the case
of permeable fins to that of solid fins

temperature

nondimensional radial velocity

radial velocity

nondimensional tangential velocity

tangential velocity

thermal diffusivity

coefficient of thermal expansion

measure of convergence of numerical results
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Line Plume Approximation on
Atrium Smoke Filling With
..u | Thermal Stratified Environment

W. K. Chow Upward motion of a balcony spill plume in an atrium with a thermal stratified layer will
. , o be simulated. This is aimed at answering the question on whether a smoke plume can
Department of Building Services Engineering, move up an atrium to reach the ceiling. The gradient of air density in the atrium is taken
The Hong Kong Polytechnic University, as a constant negative value. The plume motion under this condition is compared with the
Hong Kong, China case without a thermal stratified layer. It is noted that the effect of stratification is not

obvious in regions near to the fire. But for the upper region of the plume, the effect is
significant. In this way, the plume might not be able to reach the ceiling of an atrium with
a hot enough thermal stratified layer. The maximum plume rise under this condition will
also be calculated.[DOI: 10.1115/1.1532009

Keywords: Enclosure Flows, Entrainment, Fire, Heat Transfer, Plumes, Stratified

1 Introduction A set of key equations can be derivéas shown in Appendix A)

from the integral forms of the conservation equations on a line

Knowledge on how a balcony spill plume flows out of a shop tQ . . . : i
fill up an atria is important in determining the fire safety measun? ume. Gaussian profile assumptions are taken for vertical veloc

with some works reported in the literatufid—4]). Based on ear- ty and temperature rise.
lier experimental result§[5,6]), correlations on air entrainment « The vertical velocity along the centerlive,, is:

into a two-dimensional spill plume were developgd,8]) using Nray B
dimensional analysis with the line plume thedf9]) and Com- W =V2| ——— —1,§|:(1)/3
putational Fluid Dynamic$CFD) ([10,11]). In those works, the 4 (al)
plume and the fire under the balcony were treated separately. The 3\ 13 o\ 13
spill plume was considered as a two-dimensional flow emerging _ 1+A _1,_( 9Qc ) 1)
from under the balcony with the atrium temperature taken as a o) al® paCpTa
constant.
However, there might be a thermal stratified layer inside an® The Gaussian half-width of the plunteis:
atrium with glazed ceiling due to solar heating. The magnitude of 2ua
the vertical temperature gradient depends on the geometry and the b=—2z 2)
architectural features of the atriufrl2—14)). Buoyancy acting on Vm
the f!re-lnduced plume_ might be reduced if the ambient tempera-, The density differencé p,, is given by:
ture increases with height. The plume cannot travel up to the roof . o3 o\ 2
as shown in Fig. 1 if the temperature of the plume is lower than Apm _ (V2 P(V1+ \?) 1 9Q 1 3
the ambient due to cool air entrainment. Sprinkler heads and ther- Pa o 2a%8 NG\ paCpT, ©)
mal detectors installed at the atrium ceiling might not be acti- ) ]
vated. Further, smoke management systfers, ([14—16])]such ¢ The volume flux per unit lengthl/L is:
as natural vents might not be effective in extracting smoke. The N NESARS
i 2311/
effects of the thermal stratified layer on the development of the E=2~ a?PryM3
plume should be considered carefully and will be discussed in this V2
aper. -
pap 1T n2 1/3 . 90! 1/3
=2 | ——| « z (4)
V2 PanTa
2 Review on Line Plume Theory in Uniform Environ- .
» The mass fluxh can be expressed as:
ment -, 0\ 13
One of the earliest works on line plumes might be due to Lee rh—25/6a2/3(\/l+)\2)1/3Lpa( 99 ) z (5)
and Emmong9] with assumptions: paCpTa
« Turbulent flow is fully developed with negligible molecularDividing m by L gives:
diffusion . 3
» Local density variations are small compared with the refer- . 9Q;
ence density in the field /L =2%Ca®Y V1+’\2)1/3Pa(—p o ? ®)
« Acceleration along the horizontal direction is small compared avpa
with that along the vertical direction In the above equations,
* The rate of entrainment at the edge of the plume is propor-
tional to the centerline velocity at that height ch
Fo=—c+ (M)
' o o PanTa
Contributed by the Heat Transfer Division for publication in th®URNAL OF
HEAT TRANSFER Manuscript received by the Heat Transfer Division February 13, .
2002; revision received September 25, 2002. Associate Editor: K. S. Ball. Fo_ FO/L (8)
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Fig. 1 Geometry of the problem

Q(’::QC/L

Apm=pa=pPm

pa, Cp, andT, are the density, specific heat and temperature
the ambient gasy is the entrainment constant;is the ratio of the
widths of buoyancy and velocity profileg; is the length of the
plume;z is the distance above the sour€g; is the rate of heat
release by the fire transferring to the plume, and the substript

designates the local value along the plume axis.

As given by Eqs(1) to (6), width of the plume induced by a line

9)

(10)

\? A
d( : \/;‘bsl-‘gwsm psm)
Pao

1+22
dz
d
- ﬁbsl_wsm( - % %) (14)
In the above equations,
Apsm=psm— Pa (15)
pa=pao(l—72) (16)

Quantities with the subscript refer to those for the stratified
environment. The density gradient in the environment is described
by the last term in Eq(14).

Introducing:

g dp,
G=——— 17
Pao dz an
Solving the above conservation equatigas shown in Appendix
B) would give the following in terms ob:

Ms
e=sin! ————— (18)
V1+A?
V2G
of,
where

T
M= \/; bol - w2, (19)

and

heat source will increase linearly with the elevation. The vertical O<op=<mw (20)
velocity along the centerline is independent on the elevation, but
the density difference is inversely proportional to the height.

» The plume widthbg is given by:

by 3a
Z n fi(e) (21)
3 Line Plume in a Thermal Stratified Layer where
A similar approach can be applied to study a line plume in a ) 213
thermal stratified layer as that for a plume rising in an atmosphere file)= (p—sing cose) 22)
with constant density. A constant negative density gradient is as- ! ) @ sinpde
Sl_Jmed to simplify the an_alysis. For more complicated density gra- Sing- o (e—sing cosg)
dients, the set of equations concerned had to be solved numeri-
cally. . ; ; .
Suppose the ambient fluid has a constant density gradient, The centerline \Lljvaard velocitysm is:
dT,/dz denoted byy: $=(W)1’261’2f2(<p) (23)
1d 1 dT where
y=—— SPa - HUla (11) ]
Pao dZ TaO dZ S|n§D
fZ(LP): ¢ Sin d (24)
. L . . . 13 edo
wherep, is the standard density in the environmenhig is the (¢—singcosy) m
corresponding temperature, adg,/dz is the ambient density 0¥ PLOSe
gradlent.. o . » The density difference is:
Following similar analyses on buoyant point source plume by 503 203
Morton and Turnef17-19, the conservation equations of mass, APstZ V2 (V1+\9) Fo fa( ) (25)
momentum and buoyancy can be reduced to the form: po - 68 xg  (al)??'3?
where
d(vLw. ;
M:ZQLWSm (12) ()= Cosg ® singde (26)
z s (p—singcose)® | (¢—sinpcosp)”
™, * The volume fluxNs/z is expressed as:
d E stmbs Apsm Ns 62/3
- 9bbsT—— (13) 7 =5 VI a5 %e)  (@7)
al
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where
(¢—sin @ cosg)

f4( (P) = ¢ Sin (Png (28)
o (¢—singcose)™®
* The plume elevatiom is given as:
B 2 1
2_61’3-(\0)3’2( \/:H__}\z)l/e' (al)¥®
/ .
(L) e ‘0%5'”@“’ (29)
G 0 0 (¢—sin @ cose)®
* The mass flow rate of the plume is given by:
* G
rhszf pW-Lxdx~paO(1—§z)NS
631+ 20 (1 G )( L)1
= ——z/(a
(‘/2)1/2 Pao g
1/2
x| F2"(o—singcose)'® (30)
Combining with Eq.(29) gives:
rhs 62/3 G
7 =5 (TN Pog| 1= 2 (al)*F5®a(e)  (3D)

4  Maximum Elevation

0.6 0.8 1.0
z/z

Fig. 2 Variation of the plume width with height

2 1

Z = .
cn 613, (v2)3( /1+7\2)1/6 (al)¥?
singde

1/2 2
= |:1/3J S S
G ® Jo (@—singcose)?

=1.07-(1+\2) " V12~ 1/3F(’,1/SG’ 12

(37)
(38)

That means the direction of buoyancy would change from up-
ward to downward when the plume reaches 69 percent of the
maximum height it can travel. In comparing with the plume in-

2= 0.697;4¢

Characteristics of the plume in stratified ambient can be anduced by a point source, buoyancy would change the direction at
lyzed by the above Eq$21)to (31). The mean centerline velocity 76 percent of the height it can rigg18—-22]). However, the up-
would decrease with the increase in height. #Q, to approach ward velocity at that height would keep it moving up until decel-

zero:
sing
(gD—SIn(pCOS<p)13—>O (32)
and ¢— 7.

erated by the downward buoyancy to reagh, where the upward
velocity becomes zero.

5 Numerical Examples
Numerical solutions of Eqs21), (23), (25), and(27) would

Vertical motion of the plume flow would be stopped, and th@iVe characteristics of the plume. The variations of plume width,
plume would reach its maximum elevatiap,,. Integrating Eq. Cceénterline density difference and centerline vertical velocity as a

(29) with ¢ tends tor, the maximum elevatiorz,,,, that the
plume can reach is:

2 1
Z = .
MG, (v2) 32\ [1+ \2) V6 (al)B

1)1/2F1/3 & sinpde
1= e A
G 0 ), (¢—sing cose)®

— 156( 1+ )\2) - 1/12a— 1/3F61/3G—l/2 (33)
Fora=1,

Zinax= 1.47-a V3G 12 (34)

Volume flux per unit length at heiglz,,,, can be calculated as:

Nol,—; /L=1.435(J1+ D)% a®F 7., (35)

Comparing with the volume flux in uniform environment at the

same height,
N/Ng=1.24 (36)

function of height are shown in Figs. 2—4 respectively, with con-
stantsA*, B*, andC* in these figures given by:

Therefore, air entrained from the stratified ambient is less than

that entrained from the uniform environment at the same height.

The buoyancy of the plume would be negative rather than positive

at regions above the height withpg,,/p,0=0. Fig. 3
For Apgm/pao=0, o— 7/2, height

UL (39)
N
g V2 (V1I+r\®)2 F3R 40
_EZ\’% )\g ((,‘(L)2/3 ( )
C*=(V1+\2)12G12 (41)
1.5 -
1.04
‘m 054
&
\E 00 o|z 0I4 0'6 1.0
T os 2/t
1.0 -
1.5+
-2.0-

Variation of the plume centerline density difference with
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Fig. 4 Variation of the plume centerline velocity with height

However, with the increase in height, the effects of stratification
would become more significant. Buoyancy would be reduced to
zero at the height of 0.68,,,,, rather than 0.7&,,, in the point
source plumd[18—22]), then become negative above it. Numeri-
cal results showed that the plume width would increase rapidly
while approaching the maximum plume rise. The centerline veloc-
ity would decrease rapidly at the lower height and approach zero
at the maximum rise. Volume flux of the plume under the two
different environments would have almost the same tendency at
all heights.

With a constant density gradient, the minimum convective heat

release rat€; i, required to drive the plume from the source to
the ceiling can be found by:

. C,T
Q. mm:o.264.a(1+>\2)1’4(—pao . aO)G3’2H3 (47)

whereH is the height of the room.

The increase in ambient temperatuy&, from the fire source

to the ceiling to prevent a plume of streng®y to reach the

Defining the nondimensional value of volume flhx*, and cen-
terline density differenceé pj, as:

Nr

N’*=TI3— (42)
) - él/3z
PanTa
Ap
b= e (43)
a ~'12/3,—1
gC?T? 2
p'a

In a constant temperature environmeNt,* and Apy, are con-

stant; but in a stratified ambient, their values will change with
height. Comparisons of plume width, nondimensional volume flux
and nondimensional centerline density difference with the results

predicted in uniform environment, described blys(z)/(b/z),
NZ*/N'* andAp% /Ap,, respectively, are shown in Fig. 5.

For buoyant plumes induced by a point source rising in
environment with weak density gradient, the effects of stratific
tion is relatively smaller near the source, but would dominate
the upper regions of the plum§l8—22]). A similar conclusion
can be drawn for the line plumes. As shown in Figs. 2 to 5, t
shape of the plume is similar to that predicted for a uniform e
vironment at a lower height.

» (44)
Apsm/paom 1/2 (45)
and
L (46)
a
6- '
S ®,/2)/(b/2) :
b— N'/N |
4 , | |
[ AP,.,../AD"‘ :
24 ’//
e b
0 l ' ,..A-..A-..; ............. T :
0.2 0.4 06 0B 10
z/zmax ’
=24

Fig. 5 Comparison of the plume rising in stratified environ-
ment with that rising in uniform ambient
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ceiling can be deduced from E(3):

2/3

AT, 1 1 ( 0Q.
——=2.43. H™! (48
T 2T 0 | 5iCyTo 49

Fora=1,
. 2/3
. 9Q; ) .

—2.166-—,—(— H-t 49
Tao a239 PaOCpTaO (49)

For comparison, the centerline temperature Adg, generated by
a fire plume in a constant temperature environment at the ceiling
level given by Eq{(3) can be expressed as:

ATy, _ Apm
Tao Pao

g Q, 213
= . g -1
0707 ;ZTQ ( PaOCpTaO) : (50)

AT /AT,=3.06 (51)
If the ambient temperature rise from the fire source to the ceil-

ing is 3 times greater than the ceiling temperature rise predicted

or a fire in a uniform environment, the plume cannot rise up to
e ceiling. Remedial works, such as cooling down the stratified
ayer, should be considered to give smoke management system

h\ghich can be more effective in controlling smoke.

Equations which describe the line plume characteristics in a
stratified environment were derived theoretically through the con-
servation equations of mass, momentum and enargyid « are
constants describing the flow before the plume rises to its maxi-
mum height in which local density variations are snigli8,19]).
These constants are determined experimentally. Retainarg «

in these equations might not affect the accuracy of these equa-
tions, as long as these values were determined experimentally.
Different values of and @ were proposed from different experi-
ments in the past yeaff26-29]). As in axisymmetric plumes for
different cases, it appears that no universal values afid « can

be derived. Suitable values should be chosen for fire engineering
application, but have to be verified by full-scale burning tests.

6 Balcony Spill Plume in Stratified Environment

As described earlier, the balcony spill plume can be considered
as two-dimensional flows emerging from under the balcony. As
discussed by Poreh et &8], the balcony spill plume can be con-
sidered as a two-dimensional line plume with its virtual source
located at the height af, below the balcony. This is because only
a small amount of air would be entrained into the turning region
of the smoke flow from the horizontal to the vertical at the bal-
cony edgez, is given in terms of the depth of the buoyant layer
beneath the balcon®g and the mass flux beneath the balcony

spill edgermg by:
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Fig. 6 Geometry for numerical experiments:

zo=Dg+mg/(CQ.Y) (52)
where
g 1/3
c:25/6a2/3( W)M’Pao( ) (53)
PaOCpTaO

Based on the results predicted by the above theoretical derivation
for a line plume in stratified environment, as shown in Fig. 5, at ¢,
the lower level below the maximum rise, the behavior of the <
plume in weakly stratified atmosphere is similar to that predicted 5
for a uniform environment, and the effects of stratification would
only dominate at the upper region of the plume. Therefore, the
buoyant spill plume rising in the atrium with constant density
gradient could be taken as a line plume rising in the weakly strati-
fied ambient with the source located at the heighzglbelow the

Temperaf

balcony.
The maximum elevation which the balcony spill plume can
reach is:
Hmax= Zmax— Zo+ hp (54)
wherehg is the height of the balcony, arg},,, can be calculated
by Eq. (33).

Assuming the height of the atrium K, , the minimum convec-
tive heat release rate to drive the spill plume from the source to
the atrium ceiling can be calculated by E47) with

H=H,—hg+Zz, (55) .
Similarly, the ambient temperature rise which could just prevent a §
plume of strengtQ/ from reaching the ceiling can be calculated
by Eq. (48).
The mass flux of the balcony spill plume in the stratified envi-
ronment can be expressed as:
mSA 62/3 \/7 G
R~ 1_,’_)\2)1/3 1— —7 al 2/3Fl/3f
Za v ( Pao 9 Al (al) o Ta(e)
(56) Fig. 7

In the above equation,
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(a) plane y-z; and (b) elevation
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Sensitivity studies on the grid size: (a) temperature dis-

tribution; and (b) vertical velocity distribution.
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2 1 were reportede.g.,((34—-37])]. The predicted results agreed sat-

Zp= . isfactorily with the experiment, giving confidence in applying this
A6 (v2)¥ (TR (al)™® CFD coge to study Iiﬁe plumesg.] ’ PPYINS
1\ %2 © sinede The two-equatiork-e model with buoyancy modificatiofi30])
(—) Fé’3f ————=1(9) (57) was used in the simulation. The governing equations are dis-
G o (¢—sing cose) cretized into finite difference forms by the finite-volume method
wherez,=z,, za— 2o+ hg=<H . in a staggered grid system with the hybrid differencing scheme.

The algorithm SIMPLEST was used for solving the velocity-
7 Numerical Simulation on Balcony Spill Plume pressure linked equationg23]). Tht_e convergence crl_terlon is to
o ) ] ] check whether the sum of normalized absolute residuals in each
‘Smoke filling in an atrium with height 30 m, length 20 m andtonirol volume for all variables is less than F0 The fire was
width 10 m due to a balcony spill plume resulted from an adjacepiyen as a volumetric heat source. Combustion was not included

fire compartment was simulated. Th? dimensions_ of the CoMpPaft-the simulation. This is sufficient to study the smoke movement
ment are 10 m by 10 m and 5 m high. The ceiling of the COM: anclosure fire¢[31—33)

partment was extended a distance of 2.5 m into the atrium. AfllreNonuniform grids were used in the simulations. Coarse or fine

of size 2 m>x2 mx1 m with constant heat release rate of 2.0 MW . . . - . o
was located at the center of the compartment, grids were used at different positions to give the solutions within

The physical model was simulated with the free boundariégasonable _computing time. Time steps were initially taken as 0.1
extended to outside, giving the entire computing domain Gf and then increased to 0.5 s after 600 time steps. Comparisons of
40 mX10 mx30 m. Cartesian coordinate system was used in tiemperature and velocity profiles at several locations showed that
simulations with z-axis taken to be opposite to the direction dine results will be the same when using grid distributions of 54 by
gravity. 21 by 43. Results on the predicted vertical velocity w and tem-

To save effort in developing CFD code from “scratch,” PHOEPerature T at x of 20.2 m and y of 5 m for grid systems of 54 by
NICS ([23]) was selected as the simulator. This code has routinds by 43, 63 by 21 by 51 and 73 by 25 by 63 as shown in Fig. 7
accessible for checking so that equations and parameters in iftéicated that the results are the same. Further reduction in grid
models can be modified. There is a module FLAJR3]) de- size did not give different results. Geometry of the atrium and the
signed for simulating the fire-induced air flow by taking the fire adistributions of grids are shown in Fig. 6.

a heat and mass source. Verification works on applying this CFDTwo cases were simulated by taking the ambient air tempera-
code to simulate free plumes and flows induced by enclosure fitese as 20°C.
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Fig. 8 Results for case NTS: (a) temperature at 50 s; (b) velocity at 50 s; (c) temperature at 150 s; and (d) velocity at 150 s
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Case NTS: No Thermal StratificationThe initial conditions
were taken as those of normal ambient at 20°C, all the walls and 70
the ceiling of the atrium were adiabatic in the simulations. Tem-
perature contours and velocity vectors for NTS at the cemtial 60
plane are shown in Fig. 8.

For the case of constant temperature environment, the plume 50
was observed to reach the ceiling rapidly by its buoyancy force,
and a ceiling jet was formed after reaching the ceiling. The thick- 40
ness of the hot air layer under the ceiling increased with time as
the plume brought more hot fluid into the layer, and eventually the
ceiling jet was totally submerged into the warm upper layer.

Case WTS: With Thermal StratificationThere was a thermal
stratified layer in the atrium, with the initial temperature distribu-
tion as shown in Fig. 9. The ceiling of the atrium was at constant
temperature of 80°C, other walls were adiabatic. Such a high tem-
perature at the roof glazing has been observed in hot summer of
tropical areas such as Hong Kong. ) I

Numerical results were only used to show the hot spill plume Fig. 9 Thermal stratification assumed for WTS
filling process in thermal stratified ambient. Numerical results at
25 s and 50 s, 100 s and 150 s across the cextmplane are
shown in Fig. 10 and Fig. 11, respectively. For regions near the centerline of the plume with higher tem-

It is observed from WTS simulations that with the spill plumeperature and vertical velocity, the plume there is able to penetrate
moving up in the atrium with a hot stratified air layer, smokéhe hot air layer interface when its density is smaller than that of
spreading into the atrium would be cooled down rapidly at thde ambient air there. Buoyancy forces and initial momentum of
early stage of a fire. The plume cannot move up to the high levile plume flow will act on this region and cause the plume to rise
at this stage because its average density is larger than the dengityto the ceiling. Associated with the entrainment of ambient
in the upper layer, as shown in Fig. 10, at 25 s and 50 s. “cool” air is a decrease in the upward velocity and temperature of

In°C

In°C

(-a)
Cd

In°C

(c) )]

Fig. 10 Numerical results at 25 s and 50 s for case WTS: (a) temperature at 25 s; (b) velocity at 25 s; (c) temperature at 50
s; and (d) velocity at 50 s
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Fig. 11 Numerical results at 100 s and 150 s for case WTS:  (a) temperature at 100 s; (b) velocity at 100 s; (c) temperature at
150 s; and (d) velocity at 150 s

the plume. When the plume reaches the height where the * The maximum height that the plume can reach and the asso-
ambient temperature is higher than the maximum temperature of ciated mass flow rate can be calculated. These results will be

the plume, the buoyancy driving the plume up will change its  yseful for designing smoke control systems in atria. Note that

sign. Above this elevation, the plume will continue to rise until the I . .
negative buoyancy reduces its momentum to zero, and the plume only the stratification effects for plumes induced by a point

would reach its maximum elevatiaz,,, at that stage. As the fire ~ source are given in NFPA 92814]). Results given by Egs.
grows, temperature of the plume will rise to give hotter smoke (54) and(56)in this paper can be worked out in complemen-
with sufficient buoyancy to move up to the higher level in the tary to those design guid¢s.g.,([14])].

atrium. This process will continue until the smoke “strata” have ¢ Numerical simulations were carried out on the smoke filling

become sufficiently mixed to rise up as a single “bulk of smoke.”  process to support the argument. The results showed that the
Taking the smoke front to be the surface where the vertical veloc-  time for the smoke to reach the ceiling might be delayed due
ity is zero, the development of the smoke front at the centrzl to the thermal stratified layer. But for some cases, such as the

plane is shown in Fig. 12. The time for the plume to reach the
ceiling is extended in comparing with in an atrium of constant
temperature ambient.

volume of the atrium was very large or the fire size was too
small, smoke cannot reach the atrium roof.

» Smoke failed to rise might spread to other areas adjacent to
the atrium. More occupants will be exposed to smoke to give
a shorter available safe egress titASET). Smoke detectors

The behavior of a line plume rising up in an atrium with a  jnstalled at the ceiling cannot be activated. If the hot air can-
thermal stratified hot air layer was studied. Based on this study ot pe extracted immediately, the evacuation plan will be

and earlier research work in the literatuf8]), some characteris- disturbed
tics of the balcony plume rising in an atrium with such a thermal '
environment were predicted. The following can be concluded: All the above should be considered carefully in designing smoke
« The effects of thermal stratification should be considerdg2nagement systems for atria. New alternatives, such as beam
carefully at the upper region of the atrium, but might be igSMoke detectors[15,16]) and video smoke detection system
nored at the lower region. might be assessed for suitability. Further, verification of the de-
« The minimum heat release rate of a fire that the plume cétyed equations should be carried out with full-scale burning tests.
reach the ceiling is given by E¢47). For fires of heat release Such tests will be conducted at the PolyU/USTC Atri(i4])
rate smaller than that value, smoke cannot reach the ceilirgnd the results will be reported later.

8 Conclusion
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Fig. 12 Smoke front at central
s; (b) 50 s; and (c¢) 100 s
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x-z plane for case WTS: (a) 25

Fo = FolL, m3s®
Fs = buoyancy flux in stratified ambient, ¥g®
G = the square of local buoyancy, /s
g = acceleration due to gravity, ni/s
H, = height of the atrium, m
Hmax = maximum rise of the plume in an atrium, m
hg = height of the space under the balcony, m
L = width of the balcony spill plume, m
N = volume flux of the plume in a uniform environment,
m/s
N’ = N/L, m%s
Ng = volume flux of the plume in a stratified environment,
m/s
N. = Ng/L, m?s
M = momentum flux in a uniform environment,*&
Ms = momentum flux of the plume in a stratified environ-
ment, nd/s?
mg = mass flux of smoke layer flowing out under the bal-
cony, kg/s
m, = entrainment rate in the balcony spill plume, kg/s
ms = mass flux above the fire in a stratified ambient, kg/s
Q. = convective heat release of fire source, kW
Qc = Q./L, kW/m
T, = temperature of the ambient air, K
Ta.o = temperature of the ambient air at the level of the fire
source, K
w = vertical velocity of the plume, m/s
w,, = centerline velocity of the plume, m/s
Ws, = centerline velocity in stratified ambient, m/s
z = height above the fire source, m
z, = virtual source height, m
z, = height above the virtual source in the atrium, m
Zmax = Maximum rise of the plume, m

Greek Symbols

a = entrainment constant
v = constant of the ambient density gradient
¢ = defined as Eq(18)
N\ = ratio of the widths of buoyancy and vertical profiles
pa = density of the ambient air, kg
pao = density of the ambient air at the level of the fire
source, kg/m
pm = density of the plume on centerline, kgim
psm = density of the plume on centerline in the stratified
environment, kg/m
AT, = increase in ambient temperature from the level of the
fire source to the ceiling, K
ATa, = increase in ambient temperature from the level of the
virtual source to the ceiling in the atrium, K

AT, = Ty~ Ta
ATgm = Tsm—Ta
Apm = pa=pPm
Apsm = Pa=Psm

Subscripts
a = ambient

m = local values along the plume axis
stratified environment
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Nomenclature

b = plume width in uniform ambient, m
bs = plume width in stratified ambient, m
specific heat capacity of air at constant pressure,
kJ/kg-K
Dz = smoke layer thickness under the balcony, m
F = buoyancy flux in uniform ambient, s
buoyancy flux from the source, %s®
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Appendix A

Derivation of Key Equations of Lee and Emmong9]. The
conservation equations for a line buoyant plume can be written in
integral form as:

Continuity.

(A1)

X— 00

d 0
d—z[f pLwdx|=2p,lim(Lv)
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Momentum.

™ 2
M=/ bL w3 (AL7)

d el el
d_z[f pLw?dx =gf AplLdx (A2)
- - F= N JmbL Apm A18
Energy. “ V12 VT Wmd (AL8)
4" pcaTwid _dQ A3 Ths,
a2l ) - N vza M A19
Buoyancy. dz “N (A19)
df (= Ap dM JV1+\? NF
d_Z f,ngWde =0 (A4) E— A . V (AZO)

where Ap and AT are the density and temperature differenceBy eliminating z and integrating with the boundary conditions,
respectively: N=0 atz=0 andM =0 atz=0. This gives:

Ap=ps=—p (A5) 4 oL\
N=| — — A21
AT=T-T, (A6) J1+2Z F (hzD)
Taking the rate at which the fluid entrained into the plume isrom Eqs.(A16)and(A17),
proportional to the vertical velocity on the axis of the plume _
through an entrainment constamt([9,17—19]): ‘/1+)\2)1’3 1 ( 9Q, )1’3 22
W=
—lim (Lv) = aw,L (A7) " vz ] @™\ paCoT,
X— 00
With the Gaussian profiles assumption, vertical velocity and tem- = 2_a
; . b z (A23)
perature difference at heightcan be expressed as: \/;
2 S\ 23
w(x,z):wm<z>exp( - F) (A8) Spm_ (PIAADT L 0Q T oy
Pa 2078 AQ PanTa
x? 1/3
AT(x,z)=ATm(z)exp( - W) (A9) N_,. V12 W 25F 113,
L V3 0
whereN\ is the ratio of the widths of buoyancy and velocity pro-
files, b is the Gaussian half-width for velocity profile, and the NiESARS g, \*°
; ; ; —9. 2/3 c
subscript m designates the local value along the plume axis. 2 a CT z (A25)
Ideal gas law gives: V2 Patpla
pT=paTa (A10) In the above equations,
Combining with the second assumption, Fo=Fo/L (A26)
ar_ AT_T (ALD) Q=Q./L (A27)
Pa Ta The mass flux for the line plume is given by:
Integrgting Eqgs(Al) to (A4) with the profiles in Eqs(A8) and
(A9) gives: m:J' - Lxdx
d(VrLwib) B
T =2alw, (A12) — mpaWabL
p , gQé 1/3
dl \/=Lwib =250023(\[1+ \?) 3L p, z (A28)
2 _ Appm paCpTa
T—ngb\/; p (A13)
a_ Appendix B:
T AT, Q¢ . . . o .
d ——\bw,L d Line Plume Equations in a Thermal Stratified Environ-
1+A Ta _ paCpTa (AL4) ment. Three conservation equations for mass, momentum and
dz dz buoyancy for the line plume rising in a thermal stratified environ-
ment can be given as:
A2 Appm
d( Tz VbLogwe - ) A\ TLWarbs) -
iz =0 (A15) dz —eatWsm
To solve the above equations, “mass fluX; “momentum flux” ™
M and buoyancy flu¥ are introduced: d ELWsmbs A
Psm
——————=gl\by/m (B2)
N= J7Lw,b (A16) dz Pao
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N2 Apsrn NS, 6al N
_2'\/;'bs|-'gwsm =— Mo F
1+A\ Pao s0s0
5 3 (V1+A)YAv2G)H2 V2G
z
g dpa)
=— JmbLw ( - B3
S sm| Pa0 dZ ( ) , \/m , ) MSO
" . . - +— in”
Quantities with the subscript s refer to those for the stratified Mso ViG Fo[sin WFZ
environment. M2 4 0
Let s0 VIG
Ns=/mrLWsrbs (B4) (B16)
T 5 For the line source, a&=0,
Mg= EbsL'Wsm (B5)
Ng=0 (B17)
A Apsm
Fo= V152 V7 bsk - Weg " (B6) Mg=0 (B18)
d Let
G= — i ﬁ (B7)
pao dz M
. S
Substituting the above equations into the conservation equations sinp= ———— (B19)
gives: V1+2A2
Fo
dNg Mg V2G
i —2\/§aLN—S (B8)
Then,
dMg  V1+N? NFq (89)
- ' VI+A?
dz vz Ms M<=Fo sing (B20)
v2G
dFs_ NG (B10)
dz s \ 61/3'(m)1/e(a|_)1/3|:2/3 _ Lo
Integrating the above equation with the boundary conditiom at s (V2)Y2G12 0 Sing Cos¢+ ¢)
—0: (B21)
Apsmo ch From Eq.(B8),
F.=Fy=2\bylL -w =— Bl1l
S 0 s0 s0d Pao PaOCpTaO ( )
T ©12) fN 1 NN 2 1
= 0 7= = .
o o 02vial Ms  618.(v2)¥(\J1+r\D)¥6 (al)'®
This gives: "
@ sinede
VIOZ (F-FD 1" : (5) Fé”f PErT—
Ms=|— v —5 tMo (B13) o (¢—sing cose
(B22)
= V26 2 2 2 1/2 2 213 213 112
= _W(MS_MSO)'H:O (B14) b NS 6 (al) (i)
. o T V2aML (V)1 T LG
Integrating Eq.(B8) with z gives: _ ”
Flls(qD—SIn(pCOSqo) B23
. 6al , V1+22 ) *Fo sing (823)
N Erd vac) Mot e
_ﬁms_ﬁ(\uﬂ?)m 1 i sing
Wsm= N_s_ 6173 (@)™ (o—sing cose) R
NN (B24)
—Ms + MSO+TGFO APsm= /1_'_)\25
M Pao A Ng
X sint > +3C  (B15) (VY2 (J1+\D)O FYGY2 cose
5 V1+2A? , RS g (aL)¥® (¢—sing cose)™®
Mg+ Fo
(B25)
where The mass flow rate of the plume at heighis computed as:
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An Adaptive Angular Quadrature
for the Discrete Transfer Method
Based on Error Estimation

The ray effect is a serious problem in radiative heat transfer computations. Continuously

Hendrik K. Versteeg varying radiation fields are approximated numerically by sampling a limited number of
e-mail: H.K Versteeg@Lboro.ac.uk angular directions. The discrete transfer method (DTM) is a conceptually simple tech-
nigue suitable for general-purpose calculations of thermal radiation in complex geom-
Jonathan C. Henson1 etries. Over the years a large variety of quadratures based on fixed ray firing patterns has
e-mail: J.C.Henson@Lboro.ac.uk been suggested for use in conjunction with the DTM. Arguably, in absence of a compre-
hensive error analysis, the efficacy of all these quadratures has only been proved for
Weeratunge Malalasekera limited collections of radiation problems. Recently, sharp error bounds for the heat flux
e-mail: W.Malalasekera@Lboro.ac.uk integral in the DTM have been established for irradiation distributions of three different
continuity classes: smooth fields, fields with discontinuous angular derivatives and piece-
Loughborough University, UK. wise constant fields. The resulting error formulas have paved the way for a new adaptive

quadrature strategy. Results are presented of its application to an idealized jet flame and
to radiative exchanges inside a cube-shaped enclosure, along with brief comments on the
viability of this approach in general-purpose CFD/radiation computations. In this paper,
the following capabilities of the new adaptive angular quadrature are demonstrated:
Evaluation of DTM heat flux integrals to a pre-specified tolerance for any intensity dis-
tribution; Excellent accuracy with very low ray numbers for irradiation due to small view
factor sources; and Good heat flux estimates for piecewise constant sources, provided that
the starting mesh is selected carefullDOI: 10.1115/1.1560148

Keywords: Computational, Heat Transfer, Numerical Methods, Radiation

Introduction the hemisphere. He also proposed a higher-ofewton-Cotes)
quadrature rule to improve the accuracy of the DTM. Cumber’s

rule is exact for locally constant and bilinear intensity distribu-

algorithm for the computation of radiative heat transfer problemtsl(.mS and was tested for the case of a jet flame. Andefsén
The technique was originally developed by Shahand has since compared Shah’s method with a variety of other quadratures in-

been applied successfully to coupled CFD/radiation problemse ding Gauss-Legendre rules in spherical coordinates and in two

comﬁlex _?ﬁong?rtli/'les mvoltvlngthSD_ bg_d)?flttecil( andl unstructl;re fferent transformed coordinate systems for a test case involving
mtet?] es._d € " fcclJmpu ?S fe irra f'a lon o (re]n(_:rﬁsurr]e sur ?]Cf%ylindrical pipe with cold walls and filled with a hot absorbing/
at the midpoints of elements of a surfaceé mesh. The emisphg itting medium. He also investigated the discrete ordinates
about such a midpoint is subdivided into solid angle elements. {\ - qratures S-2. S-4. S-6 and S-8. Andersen found that the Gauss-
ray is fired through the centroid of each solid angle element ag gendre rule irﬁplerﬁented in thelcﬁ coordinate systerwhere
traced from its origin to the irradiated point. Its contribution to th =cosf) was the most accurate for his test case. Li e{@].
irradiation is computed by assuming that the intensity of the Ce%éveloped ray distributions by subdividing tiedirection into
troid ray applies throughout the entire solid angle element. Ay, o intervals. This produced a series of azimuthal bands on the
error arises due to the fact that the actual intensity generally var isphere surface. The band nearest the pole was equipped with
within each element. Sampling of a varying intensity field along @ ray per octant. The second azimuthal band was given 2 rays per
limited number of centroid ray directions causes this error, whickytant and so forth giving rays per octant within theth azi-
is commonly known as the “ray effect”. It is a serious problem iy ihal bandior 4n rays on the entire hemisphere in each band
radiative heat transfer computations with the DTM and other akress|off et al[7] suggested an unbiased ray distribution consist-
gorithms[2]. The original DTM[1,3]involves discretization of jng of elements with(almost) equal solid angles based on the
the hemisphere by means of uniform intervalg and A6 in the  proiection of a cylindrical coordinate system onto the hemisphere.
azimuthal(¢) and polar(6) directions of a spherical polar coordi-" Al the above techniques have fixed ray directions and weight-
nate system. This leads to a distribution of rays with nonunlforlmg coefficients. Most recently, Cumbgg] has made an important
solid angles and a bias towards the pole. step forward by proposing an adaptive quadrature for the DTM.

Over the years, various improved integration rules or quadrhe technique involves a coarse starting mesh and simultaneous
tures, based on fixed ray firing patterns, have been suggestedyfigection of each solid angle element in both angular directions
use in conjunction with the DTM. The more recent contributiongnti| the estimated local relative error is smaller than a pre-set
are briefly reviewed. Cumbd#] discussed an unbiased ray distolerance. The computed irradiation due to a jet fire using fixed
tribution (due to Guilbert)with uniform solid angles throughout gnd adaptive angular meshes was compared with radiation mea-
- surements. Cumber’s adaptively refined mesh achieved similar ac-

IPresently at Alstom Power, Whetstone, Leics., UK. e-mail: Jonathan.Hensguracy as a fixed angular mesh using around half the number of
@power.alstom.com B ;

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF rays. In spite of cons_lderable pl‘O_ngSS, most aUthors have onIy
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 28,dern()nStratef:I '.[he efficacy of their methOd for a falrly ‘narrow
2002; revision received October 25, 2002. Associate Editor: S. T. Thynell. range of radiation problems. Generalization of such findings has

The discrete transfer methda®TM) is a conceptually simple
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thus far been problematic due to the absence of a systematic;
analysis of the errors associated with each numerical method. In L\
recent work[9,10], Versteeg et al. have established sharp error ~/
bounds for the heat flux integral in the DTM for irradiation dis- a0
tributions of three different continuity classd$) smooth fields,

(i) fields with discontinuous angular derivatives, diii) piece-

wise constant fields. The resulting error formulas have paved the
way for the new adaptive angular quadrature that is presented in
this paper. The method is applied to two radiation problems: an
idealised jet flame and radiative exchanges inside a cube-shaped
enclosure. Brief comments are also given on the computational

+1/2, j

resource implications of the adaptive method and on the viability Ray patten 1 Ray pattem 2
of adaptive strategies in general purpose computations involving
coupled CFD/radiation. @ - controidray (coarse mesh)

@] = additional ray (sub-element mesh ray pattern 2)

. Fig. 1 Mesh element (i,j) with centroid ray and additional rays
Absolute Error Estimates for gradient estimation

Following Shah[1], an angular mesh on the surface of the
hemisphere around an irradiated point defined in terms of spheri-
cal angular coordinate@,¢) is considered. The DTM computesevaluation of finite differences on irregular angular meshes after
the incident heat flux as a sum of heat flux contributiégg; due one or more refinement cycles. Here, a less economical, but con-
to solid angle elementsi q) where i is the index in the ceptually simpler method is proposed for the computation of the
¢-direction andj is the index in thep-direction: relevant finite differences using four additional rays.
Figure 1 illustrates two alternative ray configurations. Ray pat-
1 tern 1 is recommended for intensity fields that may that contain
o - = 1 si si - . jump discontinuities, e.g., due to radiation source patches. Ray
qaCt“a'_iZj (90 )Jorw .EJ 21 SIN20)SIN(A 01 ) A pattern 2 can only be used in conjunction with intensity distribu-
(1) tions without discontinuities, but it will be shown later that it has
advantageous error properties, since it allows Richardson extrapo-

In Eq. (1), I; ; denotes the intensity at the centroid; (#;) of |ation between the coarse mesh and theartered)sub-element
solid angle elementi(j); the interval size in angular directios mesh.
and ¢ is denoted by ¢, ; andA ¢; |, respectively. The intensity gradients in Eqé2c—d) are computed using the

Versteeg et alf9, 10]used Taylor series expansions to developxpressions given below. For ray pattern 1 in Fig. 1, the following
estimates of the local absolute error associated wWith )prw in - expressions are used:
Eg. (1) assuming that 6, ; and A ¢, ; are sufficiently small, and

that the intensity is a smooth, infinitely differentiable functiordof al I . )
and ¢: —| = JiH1zy Tit1ej (4a)
a4, | A6,
8 j= (80 ) acwar (80 ) orm= (A 6; jA & )°F;;  (2a) ,
TN ivar =2l i, (4b)
where 0P| (A6, ))7I4
F, =c/ AR+c’ /AR (2b)
b h P Vg2t (40)
T2 = —\2
= geesi20) g+ 20T G0 B
C/ =-=Cc0926;) — —si D) —> c
M2 Co0) 48 7967 ] For ray pattern 2:
o1 00 ﬁ o Jl (Il+l/4]+1/4+|l+l/4J 1) = (- vaj+ uat V- 145 - 114)
CI'J_488Ir( i) a(bzij ( ) 30 Aey
' (5a)
ARZAHHIAQSH (Ze) 2
N livyajrvatlivyaj—ua= 4o amjr st lioyag—va
The total absolute erros associated with the DTM heat flux in 32| — (A6, )28
Eqg. (1) can be computed by summing the elemental errors over ' ! (5b)
the entire hemisphere. Thus,
ﬂ _livaajruatlicvagrwa— 4t licwag et lioueg-va
£=2 Oe; ® a7 = (A )28
T ! (5¢)

Coefﬂmentsc, i and c“’J in Egs.(2c—d) contain derivatives of the
intensity field in the angular directions. If the size of an eleme . oo
(i,j) is sufficiently small, the derivatives can be approximated efinement Criterion

means of finite differences. In principle, the intensity at the cen- First, it is necessary to define a maximum relative eergg,
troids of elementi(j) and its nearest neighbors could be usedssociated with DTM heat flux estimate given by Ef. The task
However, in an adaptive meshing procedure this requires thehand is to design a subdivision of the hemisphere into solid
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angle elementsi(j) such that the absolute error in the DTM heat . , 1
flux gpry does not exceedg dory - Thus, the requirement is Ogj | ZEZ de' =N"X gz dei j=1yz %%i.| (10)
that N

The required number of angular sub-intervilss calculated by
inverting criterion given by Eq(8). This yields:

=2, 851 j<rulomM (6)
]
. . |58(N)| |58(N)|
Equations(2) shows that the magnitude of the elemental error <1 (11)
contributionsde; ; depends on the intensity gradients. Hence, if (58|,J)max | 8ei|/R,

the incident intensity distributioh( 8, ¢) is nonuniform the most
economical hemisphere mesh to achieve objective of ®g. Finally, 3} is replaced by the right hand side of HGD). After
might well be non-uniform with smaller solid angle elements ii$ome re- arrangement the following expression is obtained
areas of large intensity gradients.
The fraction occupied by solid angle elementj) in the A6 A

¢-direction is equal taA ¢; ;/(/2) and in theg-direction, it is N= ﬁ: A—,’JZRM (12)
equal toA ¢; ; /(2m). The maximum allowable local error contri- i b
bution due to each elemendg; ;) max IS made proportional to the

interval sizes in both angular directions. Thus, The actual new sizes of the refined intervatst[ 7" and A ¢'§")

must be integer fractions of the original interval sizes of the
coarse mesh, so it is necessary to take:

Ab; A ; _
(58i,j)g;xl):%eR,tol(QDTM)(r) (7
gneW le&_ (13a)
Superscriptsr) and ¢ +1) indicate that at the + 1" adaptive 1+INT(R;™)
refinement cycle, the maximum allowable error is evaluated on
the basis of a DTM heat flux estimate at the end offieefine- and
ment cycle. Solid angle elemerit ) is refined if the current error
contribution Je; j is greater than the maximum allowable error hew_ A
(3&i ) max i-€., I their ratioR, exceeds unity: Adi; “THINT(RT) (13b)
| 8 |58H|772 where INT() =integer part of real numbet.

R,= - =1 (8
(e DGal A6 A jerodorm)"” ®

Uni-Directional Adaptive Refinement With Variable AR

. . o . . Next, an extreme case is investigated where bi-directional re-
It is easiest to maintain a fixed element aspect &R  finement with fixedAR is obviously wasteful. Equation®@a—d)
thrc;gvgvjhout the various cycles ofneadaptrve refinement, henggq,y that the contribution to the elemental heat flux error due to
AR™'=AR=A0; ;IA¢; ;, whereAR™"is the aspect ratio of the changes in one of the angular directions is zero if the intensity
refined mesh. CumbéBj used this technique in conjunction with gradient is zero in that direction, i.e. 0'9 0 or cd’ 0. In such
successive stages of local bisection of the solid angle eIementsA Res. it is much more effective to refrne the mesh only in the

an alternative to the bisection method, E8) can be used to direction of the nonzero gradient. To demonstrate this idea let us

predict the interval sized 6/ ;=A6; ; /N andA¢{ ;=A¢; ; /N of b _
a mesh that should not require further reflnemehs the number Zizlrjg;‘;éza?o; thcr)e aDn_lell\c/l egr&rgr Now, Egs(2) give the following

of subdivisions in each angular direction, so there will e
sub-elements and ER) shows that the error contributiaf’ due 3
to each sub-element is given by: | 881 i|=A ¢y ;A6 ]| (14)

Bi-Directional Adaptive Refinement With Fixed AR

1 1 Sincec¢’ 0, the value ofA ¢, ; is maintained at its current value.
58,:(A0i,jA¢i,j)2F,E_A(Aai,jA¢i,j)2Fi,j:_458i,j The requwed interval size\ 6; j=A6;;/N in the ¢-direction is
' ’ N N evaluated by notlng that there aesub-elements and the error
(92)  contributionde’ due to each subelement is given by:

with
’ 1 \3/ A0 ~ 1 3
o o 1 de'=Ad; (A6 ) (ci))’ :—3A¢| JAGYC ,J N3 e |
Fij=c/,AR+c/,/AR (9b) (15)
and If (¢/;)'=c/; the total errorse")) associated with alN sub-
elements of orlglnal element,() can be approximated by:
F'=(c’)’AR+(c?)’'/AR (9¢c)
RPN - 1 1
In Egs.(9a—c) the prime(’) indicates properties of a sub-element. SN = Se' =NX—= g =—= Se: - 16
The approximate equality in E¢9a) holds good when the origi- o % ¢ N3 €17 N2 281 (16)

nal solid angle elements are sufficiently small that fa¢torfor

the sub-elements is not too different frde; . As before, the criterion given by E¢B) is inverted andﬁs('\‘) is
The total errorde; ']‘) associated with the sum of error contribu+eplaced by the right hand side of E(G,B) Next, it is necessary to

tions due toN? sub-elements can be approximated using the rightisure that the sum of the erro?s ) due to theN sub-elements

hand side of Eq(9a): is smaller than §e; ;) max:
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A6, A effort is spent attempting refinement in a solution region where
N= Aa’ =R; (17)  the contribution to the global heat flux estimate is modest. This
can be avoided by means of a global termination criterion:

Again, the new interval siza 6;';" must be an integer fraction of « The change in the global heat flux estimates for two succes-

the current interval. Thus, sive generations of mesh refinement is smaller thHan
X Ry (With 0<f=<1).
A6 » The magnitude of the change is smaller for the last of these
o= L (18) two refinement generations.

1+INT(RP?
A flowchart indicating the key elements of the algorithm used
Treatment of the case’ ;=0 and C4> #0 is analogous. The ap- for the test cases in the next section is presented in the Appendix.

propriate expression for the refined interval size can be obtained
by interchangingd and ¢ in Eq. (18).

Final Heat Flux and Error Estimates

. . . The adaptive refinement process is continued udél ;
Optimal Adaptive Refinement < (8¢ j)max for all elements i,j). The final DTM heat flux and

In three-dimensional radiation problems intensity gradients wills error can then be computed by summing the contributions for
generally be nonzero, gcf +0 andc"’lqﬁo However, unidirec- all solid angle elements over the entire hemisphere. The DTM
tional mesh refinement with variabieR is likely to be superior to heat flux value on the final mesh of elementg X and a sharp
bi-directional refinement with fixed\R if the error e, ; in the ~€rror bound are computed as follows:
elemental DTM heat flux is largely due to intensity gradients in
one angular direction, i.e., ifc/ |AR>|c /AR or [c/|AR
<|Ci‘f]—|/AR in Eq. (2). OpTm= E (69 })pTm (21a)

As an alternative to fixed\R refinement, a new aspect ratio
AR* is sought that makes the contributions to the error in both

angular directions equal: 8:2 dey (21b)
]
! ;| AR* =[c?;|/AR (19a) _
' ' A more accurate DTM heat flux estimate and a further error based
so on known rate of decrease of error with element size given by Eq.
(2) can be made using the four additional rays of pattern 2 and
their intensities:
AR* = \|c{ /¢! (19b)

This aspect ratio is, in fact, an excellent choice when coefficients Rl R

. (1
c’; andcf, have opposite signs. Equatié®) shows that the local (dprm)’ IEJ: 7, ZlMI 1211/ Y 3'”(29i<)5|n(§A9i,j)A¢i,j]

error contribution reduces to zero in this case. It can be shown that

if ¢/, andc?, have the same sign, the local error contribution is (22)
minimized by AR* of Eq. (19b) for fixed value of the product

A6 jA¢; ;. This suggests that, AR #AR*, it would be advan- el = 32 Se; = 38 (23)
tageous to reduce the local error by simultaneous changes of in- ] 14

terval size and aspect ratio. The raAdd* /AR is computed and

the (integer)refinement parametéd , is defined as follows: Richardson extrapolation of the results of E@lb)and(23)is
possible if the trends are monotonic for a sequence of three results
: at different mesh sizes. At the cost of the additional storage re-
Npg= NINT(AR*/AR) if AR*/AR=1 (20) quired to enable this test to be performed, an extrapolated heat
NINT(AR/AR*) if AR*/AR<1 flux estimate can be constructed as follows:
with NINT(x) =nearest integer to real number _ -
The following simple rule for optimal adaptive mesh refinement Qactuai” oM =€ (243)
is proposed:
Nar=1: apply bidirectional fixedAR refinement. gy —gl= 24b
Nag=2: apply unidirectional variablAR refinement. Gactua~ (dpr)" = =4 (24b)

For unidirectional refinementN,g=2) the refinement direction i i )

is governed by the magnitude of racR*/AR. If AR*/AR>1, Subtraction of 1/4 times Ec(24a) from Eq. (24b) yields an ex-
the ¢-direction is subdivided, whereas AR*/AR<1, the trapolated heat flux estimate:

#-direction is subdivided. Finally, if the current mesh is very

coarse Eq(18) will indicate a large number of sub-intervals. This B 4 B

can produce values &R beyond the optimum valuAR*. To Yactua= 3 (dotm) "~ 3 ApTM (25)
protect against this condition the number of sub-elements is set in

accordance withN=MIN(N,Nag).

Results and Discussion

L o The error theory developed in Ref®,10]has shown that the
Global Termination Criterion most important aspects of the error behavior of the DTM are

Mesh refinement takes place on the basis of local relative errolpsely related to the continuity class of the irradiation distribution
so the possibility exists that an unnecessarily large amount ad a function of the angular variabl@sand ¢: infinitely differen-
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(a) (b)

Fig. 2 (a) Schematic of idealized jet flame problem; (b) Hemisphere mesh and intensity contours for irradiated
point (0, —0.1, —0.25); and (c) Hemisphere mesh of concentrated source; irradiated point (0, —0.1, —0.25). Inset
gives full hemisphere, diagram gives region within dotted line at 12 X magnification relative to inset.

tiable, piecewise constant and derivative-discontinuous. To dem- piecewise constant and derivative-discontinuous distribu-
onstrate the application of the adaptive angular quadrature results tions), and is the case benchmark E1 of Hsu and Farmer
are presented for the following test cases: [11].

1. Irradiation due to a bivariate normal intensity distributiorrhe above summary shows that all the aforementioned continuity
(infinitely differentiable distribution This resembles a jet ¢|asses are considered. In each test the starting mesh was uniform,
flame and is similar to one of the problems considered bé’oN —4N,. The coarsest possible meNlh=1 was always con

»= “Np- = -
Cumber[8]. giﬁered as a starting point, b, was also varied to examine the

2. Irradiation due to a small square source patch on the s . A : )
face of a cube shaped enclosure filled with a transpar ect of the density of the initial mesh. Two different refinement

medium(piecewise constant distributinriThis problem was Practices were testedi) bisection and(i) predicted refinement
considered by Versteeg et &]. using Egs(13a-b) and(18). Both methods applied unidirectional

3. Irradiation on the cold walls of a unit cube due to a norer bidirectional refinement depending on the valueNyr in
uniform, hot absorbing/emitting mediurfcombination of Eq. (20).
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Fig. 3 (a) Square source patch location relative to irradiated point in unit cube. Patch side
length /=1/9; (b) Hemisphere mesh for square patch problem with starting mesh Nyp=11,
N4=44; (c) Hemisphere mesh for square patch problem with starting mesh Ng=22, N,
=88; and (d) Hemisphere mesh for square patch problem with starting mesh No=44, N,
=176.
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H H —0.5 —1
Performance Indicators. To indicate the performance of the €€ contours of constant intensity nge ™, Ima€ *, and

algorithm two sets oklement counts Nare presented for each ! ma€ ? labelede %% e, ande 23 respectively, in Fig. @) are

test case(a) the cumulative total number of elements at termina3hOWn to highlight that the adaptive procedure causes refinement
tion of the algorithm, andb) the “minimum” cumulative element of_ the hemlsphere_mesh in the direction of the intensity gradients.
number at which the algorithm first returns heat flux values withiiince point A is slightly below the center of the idealized flame,
the required error tolerance. The first result represents a “head|if contours are slightly distorted ellipses. The result clearly illus-
performance figure” for the adaptive algorithm, whereas the seates that bi-directional refinement is found in regions where the
ond figure indicates the potential for reduction of the final elemef@ntours intersect the hemisphere mesh at an angle and uni-
count, while satisfying the original error objective, by means diirectional refinement where the contours are aligned with one of
fine-tuning of the numerical parameters: number of elemerif3e angular coordinate directions.

NN, in the starting mesh, local refinement criterigg, and the  Accurate solutions of the problem were obtained with a stan-
factor f1 in the global termination criteriofir X eg (o - dard DTM at high ray numbemMNg=4x 10°) and automati¢nu-

To obtain an indication of the potential of the adaptive algamerical) integration using the computer coddathematica®.
rithm in coupled CFD/radiation problems, where ray tracing iBoth methods yielded a converged heat flux value of 7.0694. The
overwhelmingly the largest computational cost, the cumulative edtandard DTM returns solutions within the required tolerance
ement count of the adaptive algorithm is compared with the riyand 7.034<g~ <7.105 when the ray count exceeds 256. The
count of the standard DTM for similar error level. In order taelement count for adaptive algorithm at termination depends on
generate the local error measure that drives the refinement piige starting mesh and the details of implementation. The bisection
cess, the adaptive algorithm incurs the additional cost of the r@jriant of the algorithm in conjunction with a four element start-
tracing associated with four sub-elements. Thus, the tof@lula-  ing mesh N,=1, N,=4) produces values within the error band
tive ray number(i.e., the total storage count for each incidenfor N.>88 elements and terminates at a total cumulative element
point) is 5 times thecumulative number of elementsported be- count of Ng=1,216.
low. Nevertheless, the cumulatiedementcounts provide an ad-  Reduction of the standard deviation values in E26) by a

equate basis for comparison with the standard DTM if it is born@ctor 10 too,=0.01 ando,=0.02 yields a concentrated source
in mind that the latter doesot provide an error estimate. The only\yith a small view factor a¥1d high intensity. The higty DTM
way to obtain an error estimate is to compare the standard DTMq Mathematica® value of incident heat flux at point A is
heat flux value at a given mesh with a DTM heat flux valugy g33 Figure 2(cshows the final mesh of the adaptive quadra-
computed or(at leastjone further mesh with twice as many rays .o using a 4 element,=1, N,=4) starting mesh. The bisec-
in each direction. This exercise would also involve four extra rays ., variant terminated aN ':1‘/’004 and first matched the re-
for each original one, so the total ray count for the standard DTM ... 4 tojerance { =5><E10’é) at Ne=432 The standard
is also 5 times the ray count at the coarsest mesh with sufficienfly, -~ oo e Zgrlne accurac Nﬁ:i 024,

accurate heat flux. Hence, a comparison of the cumulative element Y ! ’

count for the present adaptive DTM with the ray number for the ) o
standard DTM for a similar error level provides the correct basis Sauare Source Patch. As a second test case the irradiation

for a performance measure for coupled CFD/radiation problem¥/as computed at the centroid of the bottom face of a unit cube
due to a square radiating patch with unit intensity on one of its

Idealized Jet Flame. In jet flames the highest temperatureSide faces. The cube-shaped enclosure contains a transparent me-

occurs in a small core region around the combustion reacti fm and its walls are cold except for the patch. The position of

zone, where the emissive power peaks. The intensity rapidly drdpg Paich. denoted by S25, is shown in Figa)3Further details of

as the distance from the core increases. As an idealization of a{J& Proplem can be found in Versteeg et/@l. The exact value of
flame it is assumed that the spatial distribution of irradiation at 4f¢ Irradiation at the centroid of the bottom face of the cube can
incident points arises from a source of emissive power wit?]as'l}’sbe found using view factor algebra and is equal to 8..252
roughly ellipsoidal contours around the origin of a Cartesian cg< 10 - Versteeg et af9] showed that the standard DTM consis-
ordinate system. Consider the irradiation in a plane parallel to tintly achieves an absolute error 0k80™°, which corresponds
axis of the idealized flame and perpendicular to the line of sigt@ a relative error of 1 percent =10 ?), using around 10
between the incident point and the origin of the coordinate sy&ys. This problem is of considerable interest, since adaptivity is
tem. Figure 2(ashows a schematic sketch of the problem. In thikely to yield improvements in ray count if the algorithm that can

far-field, the distribution of incident intensity will be not too far“recognize” the rapid intensity change at the edge of the source.
from that due to a bivariate normal intensity distribution. To dentHowever, it is not immediately obvious that the algorithm will be
onstrate the adaptive algorithm the incident intensity at an irradible to cope with the jump discontinuities in the intensity field due
ated point A, located af0,—0.1,—0.25), is assumed to take thdo a source patch, since it is based on error formulas that assume
following form: differentiable intensity fields.
The adaptive algorithm applies refinement in regions with ex-
1 2 5 cessively large gradients of incident intensity. For the method to
1(x,y)=I maxexr{ _ _[ i) + (l H (26) work in cases with piecewise constant radiation sources, a starting
2oy ay mesh is required where two rays straddle each discontinuity. The
present case involves one source patch, so at least one ray of the
wherex andy indicate the position of the radiation source andtarting mesh must hit the patch, otherwise all local gradients are
I max=1/(2may0y). estimated to be zero and the procedure terminates without refine-
For the first test case the heat flux is computed at an irradiateent indicating zero error. A uniform starting mesh wiih=11
point A, located a(0,—0.1,—0.25)for the distribution defined in andN,=44 rays N,N,=484 elementsgenerates a single hit on
Eq. (26) taking 0,=0.1 ando,=0.2, respectively. The adaptivethe source patch, so this is the minimum necessary for the adap-
algorithm was run with a coarse starting mesh with 4 elemertise procedure to start working.
(Ny=1,N4=4), relative error toleranceg =5 10" and glo- Figure 3(b-d) shows final meshes of computations with the
bal termination factof+=0.8. Figure 2(bshows the final hemi- adaptive algorithm using different starting meshes. The results
sphere mesh for the adaptive algorithm as a projection of the usitow that the method correctly interprets the intensity discontinu-
hemisphere surrounding the irradiated point onto the irradiatéyi at the edge of the source patch as a region of high intensity
plane using a linear mapping of polar coordindtento the radial gradient. Along sections of the edges of the source the mesh is
direction (i.e., 6=cXr). In addition to the hemisphere meshhighly refined and there is clear evidence of uni-directional refine-
Journal of Heat Transfer APRIL 2003, Vol. 125 / 307
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Fig. 4 (a) Hemisphere mesh for point A (0,0,—1/2); (b) Hemisphere mesh for point B (—4/9,
0,—1/2); and (c¢) Hemisphere mesh for point C  (—4/9,—4/9,—1/2).

ment. Figure 3(bshows clearly that early refinement cycles misshown in Fig. 3(a). The value of the absorption coefficient is high
out three of the four corners of the source patch and convergesatche center of the cube and linearly decreases towards the walls
a value of 6.45X0 % is obtained, which is in error by 22 percent.of the cube. This yields irradiation distributions with a strong bias
A starting mesh withN,=22 andN,=88 rays (N,N,=1,936) towards the center of the cube. The medium is discretized by
converges towards a result with 4 percent error. This rapid irmeans of a uniform mesh withx® X9 control volumes. The com-
provement continues with a further doubling of the starting meshined effect of the shape of the enclosure and the discretization of
A uniform mesh with N,=44 and N,=176 rays (,N, the medium generates irradiation fields with large intensity gradi-
=7,744) gave results within a 1 percent error band after adaptigats and jump discontinuities in the angular derivatives of inten-
refinement forNz=8,030 elements and terminates at an elemenity. The test case is discussed further in Versteeg dtlal],
count of 8480. where a DTM solution with 16X0° rays was reported to produce
This test case demonstrates that this quadrature, which is bagesident heat flux values of 0.193350, 0.109783, and 0.073225 for
on error formulas for smooth irradiation distributions, does ngjoints A, B, and C, respectively. The DTM solution compared
break down in the presence of radiation sources with discontingévourably with other high quality Monte-Carlo and finite-element
ties. Moreover, modest cumulative element counts, which are twelutions of this problem available in the literature.
orders of magnitude smaller than the corresponding ray counts folThe irradiation was computed at A, B, and C with the adaptive
the standard DTM for a given accuracy, can be obtained if caredfgular DTM quadrature usings ;= 5% 102 and a selection of
taken when specifying the starting mesh. starting meshes, including the 4 element melsh=¢1, N,=4).
Figures 4(ac) show the final meshes of computations with this
Unit Cube With Nonhomogeneous Medium. The final case starting mesh for all three incident points. It is evident that the
study involves the calculation of the irradiation at three pointsidaptive quadrature concentrates the hemisphere mesh in the di-
point A at the centef0,0,—1/2), point B near the edde-4/9,0, rection of the main source contribution around the center of the
—1/2) and point C near one of the corndrs4/9,—4/9,—1/2)on cube. At point A this is located around the pole, whereas at points
the bottom face of a unit cube. The cube is filled with a hdd the source appears a&=45° and$=0° and at C it is found
absorbing/emitting medium with constant source function aratoundé=¢$=45°. As before, the adaptive quadrature terminates
nonuniform absorption coefficient. The problem corresponds giving solutions within the specified tolerance band. The cumula-
Benchmark Case E1 designed by Hsu and Fafh&r The ge- tive element count at termination varied between 908 and 1156.
ometry of the domain and the locations of the irradiated points aféne lowest cumulative element count for which the required ac-
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curacy was achieved varied between 156, 320, and 228 elements?/(A#A ¢y rays. Let the number of hits on the source to com-
for points A, B, and C, respectively. In previous wddO]it was pute the heat flux to a given accuracyMgrays. The ray number
shown that the standard DTM consistently produces solutigequired by the standard DTM to achieve the accuracy will then
to the same accuracy using around 196, 400, and 676 ralge,on the order oNsX N, but an adaptive quadrature will need
respectively. on the order olNg+ N,, elements.
Crucially, this work has shown that the adaptive quadrature
does not break down when it is applied to piecewise constant
Concluding Remarks inte_nsity distributions, such as the square source patch, and
achieves excellent accuracy if a starting mesh is chosen that af-
A new adaptive hemisphere meshing strategy with a numbergtds 8 hits on a patch.
distinctive features has been introduced. The algorithm is sup-in conclusion, it is noted that an adaptive angular quadrature for

ported by a rigorous error theory, which includes sharp err@iie DTM heat flux integral has been presented with the following
bounds for the irradiation integral in the DTM for irradiation discapabilities:

tributions of different continuity classes. This enables the compu- ) ) -

tation of incident heat flux estimates to a pre-specified tolerance* Evaluation of DTM heat flux integrals to a pre-specified tol-
The combined uni and bidirectional refinement capability allows ~€rance for all test cases. o

improved meshing of regions with high intensity gradients that are * Adaptive algorithm and standard DTM use similar ray num-
predominantly in one angular direction, reducing the sensitivity of ~bers for a given accuracy if the angular irradiation distribu-
the method to the aspect ratio of non-uniform starting meshes. The tion is smoothly distributed across the hemisphere.
analytical basis of the underpinning error theory permits us to® Good accuracy with very low ray numbers for irradiation due
claim that, although the method has only been demonstrated for a Small view factor sources.

few test cases, the algorithm can be applied to radiation problemg Good heat flux estimates for piecewise constant sources, pro-
involving arbitrary intensity distributions. The method has three Vided that care is taken in the selection of the starting mesh.
free parameters: the number of elements of the starting mesh, the

relative error toleranceg i, and the global termination factéy .

For differentiable irradiation distributions and for continuous dis:
tributions with discontinuities in the intensity derivatives the al- omenclature

gorithm does not need case-dependent empirical adjustments, un- AR = aspect ratio of solid angle element
like Cumber’s adaptive algorithm. Moreover, for the most testing b _ .

category of radiation problems, namely those involving piecewise € ¢” = error coefficientdEqgs. (2b-d))

constant irradiation and, hence, infinite intensity gradients, the F = error multiplier (Egs. (2a-b)).

adaptive method gave good results provided that an adequate S

starting mesh is chosen. + = global termination factor
Experience with the algorithm has shown that, it is adequate to | = intensity

use very coarse starting meshes with four subelemejs-(, . .

N,=4) if the irradiation distribution is sufficiently smoote.g., Imax = peak intensity(Eq. (26))

such as those in test cases 1 and 3). Adaption strategies using N = number of angular sub-intervals
bisection and predictive refinement were tested. This revealed that i
the predictive ability of Eqs(13a—b) and (18) tends to be fairly Nag = refinement parameteEq. (20))
poor unless the starting mesh is much finer. As the refinement Ngr = ray number

progresses, a more accurate picture of the intensity gradients .
emerges gradually in most problems. It is, therefore, essential to ~ Re = €rror ratio(Eq. (8))
avoid the early appearance of excessively fine meshes in regions, g~ = incident heat flux
which are subsequently found to have only modest intensity gra-

dients. This explains why the bisection method generally seems to

work best in conjunction with coarse starting meshes. Greek Symbols
In radiation problems involving optically thick and/or scattering _
media the intensity distribution is often fairly uniform without de = absolute error due to solid angle

large gradients. Test cases 1 and 3 involve comparatively smoo%sn)
irradiation distributions with a large view factor, which is typical ]/ max
of many coupled three-dimensional CFD/radiation problems. In

such cases it was found that similar ray numbers are needed by the g~ = incident heat flux due to solid angle
adaptive DTM and the standard DTM to achieve a given accuracy.
Since adaptive meshing involves a computational overhead and
also requires additional storage of the ray directions at each irra- e = absolute error
diated surface point, the adaptive quadrature does not appear to
offer much benefit and fixed angular meshes are likely to be pref-
erable in these cases. Nevertheless, the algorithm consistently ¢ = azimuthal angle
achieved the specified error tolerance. Moreover, the “minimum”
cumulative total element count shows there is potential for opti-
mization of the adaptive quadrature through empirical adjustments
of the starting mesh and the global termination fadteron a  Subscripts
case-by-case basis.

In optically thin problems, on the other hand, very substantishctual = actual value
benefits are possible when the algorithm is applied to radiatioE).l_NI
originating from sources with a small view factor. It is straight-
forward to make a rough assessment of the superiority of an adap- i = polar angle index
tive approach by considering a small source, which subtends an
angle Adg in the ¢-direction andA¢g in the ¢-direction. To
achieve one hit on the source requires on the ordeMNgf max = maximum

= local absolute error tolerance for hemisphere ele-
ment (,])

A6, A¢p = angle increments

ertl = local and global relative error tolerance

6 = polar angle

= approximate(DTM) value

j = azimuthal angle index
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Appendix

Flowchart of Adaptive DTM Algorithm

| START

Create starting mesh, set (r) =1, set Ny
and N, = 4N, Generate list of ray directions
and solid angles for NN, Solid Angle
Elements, set (¢;,,)" =0, set & and fr

<
Next Solid Angle Element e Next Solid Angle Element

Next Generation

For Element (i,j): compute (&1‘) with Eq.(1), compute 8¢z with Eq.(2a-d)

DIM

and (5a-c), compute (5¢)", with Eq.(7), compute R, with Eq.(8)

NO R,<1? YES
AR = A0/A¢ Update running total heat
AR* = |c¢ /Cal flux for Generation (r)
- ()" =l + )
X =AR/AR dprv)] =\dpma) + 5qi,j DTN,

More

ﬁ‘&\
Nar = NINT(X) Nar = NINT(1/X) elements
on list?
YES YES
NO * Compute

_ r-1)
A¢(’*1)=A¢(")/2 A¢(I‘*1)=A¢(f)/2 AG N=A4® 8;{) =]- (qDTM}

A0 V=40 AQV=p0" )12 26" =072 Gor )

Compute ray directions for SubElements

Add SubElements to list for Generation (r+1)
]

<

YES

YES

Compute final value of q,,,,,

using Eq.(25)
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This paper presents a method which may be used to determine the temperature distribu-
tion within a convective-radiative longitudinal fin of variable thermal conductivity, sub-
ject to convection heat transfer from a fluid of known temperatyréhiiough the inside

face of the primary surface, and which experiences convection-radiation heat dissipation
into the environment at its tip. The paper demonstrates the use of the Adomian decompo-
sition method in generating an analytical solution of the resulting nonlinear energy bal-
ance equation with nonlinear boundary conditiondDOI: 10.1115/1.153201]2

Keywords: Conduction, Convection, Enhancement, Finned Surfaces, Radiation

Introduction The Governing Equation and Boundary Condition

When fins dissipate heat by convection or by radiation This study considers one-dimensional conduction in a straight
both), the performance is significantly affected by variable thefin of lengthb, cross sectional arefg,, and perimeteP, as shown

mal conductivity, particularly in the case of large temperature dif? Fig- cli Tg,e fin surfa(;]e loses hBeathby a combinzﬁtion of cofnvec-
ferences. The analysis of longitudinal convective fins, frequent n and radiation mechanisms. Both convective heat transfer co-

. . . . . ficienth, and the ambient temperatufg are assumed uniform.
provided in published literature, e.d1-3], is based upon the These conditions may not necessarily hold in all cases. Allowing

assumption that the base temperature is known. However, &8 thermal conductivity of the fin to be variable, the energy bal-
shown in Fig. 1, in an actual situation it is the temperature of thghce equation may be written as:

fluid T on the inside face of the primary surface which is known,

rather than the fin base temperature. Therefore, to generate a more i ( K(T) d_T
realistic analysis it is necessary to incorporate this convective dX ax
boundary, and also to include the conductive resistance of thgt the thermal conductivity, of the fin’s material vary linearly
wall. In fact, Aziz[4] did adopt this more precise model in calcuwith temperature as follows:

lations of the optimization of single rectangular, and triangular

fins. Although nupmerous studies o?the heat t?ansfer charactegristics KM=k 1+A(T=Ta)] @
of extended surfaces may be found in published literature, ewgherek, is the thermal conductivity at ambient temperatrg,
[5,6], these studies neglect the effects of heat transfer from the @ipd 8 is the slope of the thermal conductivity-temperature curve
of the fin, despite the fact that such losses have a significant fivided by the intercepk, .

fluence when the ratio of the fin length to its transversal direction ' (€ conductive thermal resistance of the primary surface wall,
.e., 6=0 in Fig. 1, is ignored, then the convection boundary

'S s_maII. The governing ec!ue_\tlon for flns that exchange hgat W'E: nditions imposed at the base and the fin tip may be expressed as
their surroundings via radiation, or simultaneous convection a lows:

radiation mechanisms, is given by a nonlinear heat transfer equa- g

tion, as is the equation for fins having variable thermal cor_wdu_ctlv_ —K(T)—=h(T—T), x=0 3)

ity. Furthermore, in the case where the base of the fin, or its tip, is dx

subject to a radiation interaction, the boundary conditions are also dT

represented by nonlinear forms. —K(T) == =h(T-Ty) +0o(eT*—aTh, x=b, (4)
This paper applied the Adomian decomposition method to solve dx

a nonlinear heat transfer equation with nonlinear boundary condginere T; is the fluid temperature on the inside of the primary

tions. Three different heat dissipation mechanisms are considersarface, andh; represents the convective heat transfer coefficient

namely pure convection, pure radiation, and simultaneous convéetween the fluid and the primary surface. _

tion and radiation, and heat flow through the fin is considered e following dimensionless quantities may then be introduced:

be in the direction away from the b_ase, ie., towa_rds the tip. In 0=TIT,, 0;=TITa, 0=T</Ts, X=x/b.

contrast to many previous papers, this study takes into accountthe = . ) o .

effects of heat transfer that occurs at the tip of the fin. It will pgubstitution of these dimensionless quantities into Egyields:

noted that since it is the temperature responses of the fin that are d2¢ d?e 2 .

the basis for further analysis and optimization procedures, only e b gz M g ~N2(60—1)—ngd"+n,=0. (5)

these results are presented in this paper.

Ph""TT Po T*—aTH=0. (1
A_c( a) A—c(s aTg)=0. (1)

Similarly, the boundary conditions may now be expressed as:

Contributed by the Heat Transfer Division for publication in th®URNAL OF de 0
HEAT TRANSFER Manuscript received by the Heat Transfer Division February 11, mi—< +my0—=my(0—6;), X=0 (6)
2002; revision received October 8, 2002. Associate Editor: S. T. Thynell. dX dX
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nomials for any type of nonlinearity which is presented in Ref.
[12], it is found thatA,,, B,, andC,, are given by the following
expressions:

f\/\/\/—P‘“

2
N L)
d26, d2e,
Fluid flow Ar=brgsz *Oogxe ©)
A
bt o, &0 &6,
|(S x=0 A= 0, N + 6, dX2 °dX2 ,
Fig. 1 Straight fin of rectangular cross section
déo)?
BO= _0 ,
dX
do dé de, do
mlﬁ"’mz dx+m40+m50 —m4+m6, X=1 (7) Bl d)? d)g' (10)
Whel’e: B del 2 dao daz
BT hePR . Pb2oT3e B2=1 9%/ T2dx ax’
V1-BT. P AK(1-BTY) P AkL(1- BT,
2 T3 4
AN, Co=0.,
AdellAT C =40630 (11)
1= 4Ugly,
3 3 _hib _hgb
My=1-BTa, Mp=pTa, Me=~, My="—, C,=60505+4050,,
boT3e boT3a b}
Ms="p M=~ Operating withL 3 * on both sides of Eq(8) yields the following:

Lyllyf=—Ly (ny+ny)+n,Lxt0—n L 'NA—n Ly 'NB
Decomposition Method +nsLgINC. (12)

Previous studies have proposed the use of the main algorith 1, . - -
within the Adomian decomposition method to solve boundarﬂgnce’l‘X Lx0=0—¢x. Let 0=2 o0, ﬁbx—zm:oqsx,m and
value problems, e.g[;7—10. The double decomposition method®xm= Com™ XCim- Equation(12) becomes:
evaluates a value of, which satisfies the boundary conditions, = * *
and then adds constants of integration for each successive compoz Om= 2 by m— (n2+ ng)+ n2|_;<12 0
nent, 6,,. For a detailed discussion of the double decomposition m=0 =
method interested readers are invited to refer to Rdfl.

© © 0

It is possible to express E¢) in an operator form, i.e., —nlL;12 Am_nll-;lz B, + n3L;12 c,
d?e deg\? .
Lx0=—(n2+n4)+n2¢9—n10W—n1 ax +n36 (13)
= —(ny+n,)+n,0—n; NA—n; NB+ns NC, @) The first componend,, is normally taken inhomogeneous term as:
whereLy is a second order differential operator. 0o=bx .0~ Lx (Nt Ng) =Co ot XCy o= Lx M (Np+ny).
Hence the inverse operatdry *, is taken to be a two-fold in- Higher-order terms are determined from the recursive relation-
tegral operator defined as follows: ship:
X X — — —
L)zl(.):f (-)dX dX Om=Comt XC1mt NoLy t0m 1= ML A 1= N1l "By g
e +n3ly'Coy, M=1 (14)
where 6d26/dX?, (d6/dX)?, 6* are nonlinear terms.
The decomposition method may be used to formally expanaummlng these terms, it is observed that.
each of these nonlinear terms into a power series, i.e., m-1
, - Pm= 2, 0= 00+ 01+ Oy -+ 0y 1. (15)
dé i=0
ax2 E An, NB=| 5| = E Bn, . .
dX =0 dX/ =% Thus, components of are determined and written as anterms
" approximation converging t@ asm—oo. It is noted that the in-
NC = 472 c tegral constants may be retained within each component. These
=0 e integral constants, denoted by, andc, , may be evaluated by

satisfying the boundary conditions for each approximate solution,
whereA,, B,, andC, are the so-called Adomian polynomialse . It will be clear from the preceding discussion that the evalu-
corresponding to the ‘nonlinear termd?0/dX?, (do/dX)? and ation of these constants is no simple matter in the case of nonlin-
6%, respectively. Using the derivation process of Adomian polyear boundary conditions.
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Nonlinear Boundary Conditions d(e1)o

The boundary conditions presented in E@9.and (7) are of a M —4x X:O_m3("01)°|><:°: ~Mmabr,
nonlinear, inhomogeneous form, and can be expressed by an ap-
proximate solutiong,,, as follows: d(e1)o _

M —4x +mMy(@1)olx=1=mMs+ M.
den den B B X=1
ml_dx _m3¢m+ mz(Pm_dx +m30f—0, X=0 (16) ACCOI’ding|y,
d d My(C1,0)0—M3(Co0)0= — M3 b
ml§+m4cpm+ ngom%erwﬁ;mrmG:O, X=1 )
17) M1(C1,0)0— M1(N2+Ng) + My (Co 0ot (C10)o— 2 (N2+Ny)]

Applying the decomposition method to these boundary operator =M+ Mg

equations, allows the nonlinear terms to be defined by the followxpressed in matrix form, these become:
ing expressions:

" " —Mmg My 1 (Co0o|_| (70,00
ND:‘Pm%:nZO (D), NE:‘P?n:nZO (Ep). m;  my+m,|l(Cioo (71,00
= = where
In accordance with Ref$11] and[12], (D), and E.,), Mmay be (7000 —mab;
given as follows: {( 700l [(m1+ my/2)(ny+ny) + my+ mJ
d(emlo If the determinant of the first matrix is non-zero, thery o,

(Dm)o=(emo—g5— (c100, and (p1), may be determined. The second term gaf

given above, i.e.,4;), is derived by solving the nonlinear homo-

d(em) d(em) i
(D)1= (0m)1 d)f(n 0 +(emo d)r: 1’ geneous elements of Eq4.9) and (20), i.e.,

d(e1)g _
- d(emo d(or)y d(or)s M —4% Xio—m3(<P1)1|x:o+ms(D1)0|x:o—0
(Dm)2=(em)2 ax +(em1 dax +(emo ax B
d(e¢1)
m; d;l +My(@1)1lx=1FM2(D1)olx—1+Ms(Ep)olx=1=0
X=1
(Em)o=(¢m)o, Accordingly,
(Em)1=4(om)3(@m)1, M4 (€101~ M3(Co,01=—M3(D1)olx=0

(Em)2=4(¢m)g(<pm)2+ 6((pm)g(<pm)%, My (C1,01+ M4l (Cop)1+(C10)1]=—My(D1)olx=1—Ms(E1)olx=1
. Therefore, it is possible to determineg();, (C1,01, and (1), .
In order to increase the accuracy of the integral constants it is
The one-component, approximate solution is given by: necessary to further evaluate the approximanf) §, which must
still satisfy the nonlinear homogeneous boundary equations. The

— — 1 -1
¢1= 0= Co o XC1 9~ Ly "(Nz+Ny) (18)  n_term integral constants are calculated from the following rela-
Satisfying the boundary conditions for this approximate solutiotionships:
enables the integral constantg,andc, o, to be determined, i.e., d
; . (¢1)n
® my —Mg(@1)|x=0+M3(D1)n-1x=0=0
deg dX X=0
Mg~ Maert sz (Dyp=—mgb;, X=0 (19)
n=0 d(e1)n
w w M—9x +My(@1)nlx=1FMa(D1)n-1lx=1
m%+m¢+m2(D)+mE(E)=m+m ]
1 dXx 4%1 2n:0 1/n 5n:0 1/n 4 6 +m5(E1)n,1|X:1=0
X=1 Accordingly,
(20) My(C1,0n—M3(Co0)n="—M3(D1)n 1lx=0

Let Coo=21_0(Co0n: C10=Zn-o(Cron, and @1=21_o(¢1). M (Cr )t Mal(Cn )+ (C
Equation(18) then becomes: 1(C1.0n* Ma[(Co0)nT(C10)n]

=—my(D)n-1lx=1—Ms(E)n-1lx-1

(¢1)n= E (co O)n+x2 (c; o)n_Lil(anr ng) The n-term integral constants{ ), and (€, o), may therefore be
n=o0 n=o0 determined. Finally, the integral constants can be obtained from:
¢, may be decomposed into the following terms: X X
(¢1)O:(CO,O)O+X(CI,O)O_L>7(1(n2+ N4), Coo™ nZO (Codn: €10 IZO (€10 1)
(¢1)1=(Co0)1+X(C10)1, At this point the approximate solutiog, , is fully solved. There-
fore, the next approximatiop, can be determined by marching
(¢1)2=(Co )2+ X(C10)2, the boundary conditions to evaluate the constargs,andc, 1,

since ¢,= ¢+ 6; and ¢, has been determined. In order to in-

crease the accuracy of solution, the further evaluations of the ap-
The first term, ¢1)q, is given by the solution of the linear inho- proximante,, 1= ¢n+ 6,,, Which must still satisfy the boundary
mogeneous elements of Eq49) and (20), i.e., conditions, are required.
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Fig. 2 Error of boundary conditions, as a function of number

- ) ' Fig. 3 Error of governing equation at  X=0.5, as a function of
of terms in the integral constants series

number of components in the approximate solution

The Adomian decomposition solution provides an analytical s6f each component, and the use of 6-components within the ap-
lution in terms of an infinite power series. However, there is Broximate solution will yield sufficiently accurate results.
practical need to evaluate this solution with a finite number of In order to verify the accuracy of the proposed method, its
components of Eq(15). The integral constants of each componenrigsults are compared with those presented by Yu and (I83nin
are evaluated from a finite number of terms in E81). The their study the temperature distribution of a simultaneous
number of terms depends on the magnitude of nonlinearity in tenvective-radiative rectangular fin with variable thermal conduc-
problem. In order to investigate the accuracy of the approximaligity at T;=600 K was calculated using the Taylor transformation
solution, its order of errofi.e., the deviation of its result from method. The values of th@ component approximationg,;, for
zero)is plotted for different number of terms within the integram=1,2, ... M (M=11) used are presented in Table 1, and rep-
constants. Figure 2 shows the erraz, when the approximate resent the case of convection-radiatione|f is plotted againstn,
solution is substituted into the boundary conditions, i.e., Egjs. it will be seen that the oscillations decrease in amplitude, and
and(7) for different number of terms, in the integral constants assume a uniform value as the number of componentsn the
series. Figure 3 shows the erran¥’ obtained by substituting the approximate solution increases.
approximate solution with varying number of componentsjnto
the governing equation, i.e., EG5). Figure 3 presents the resultsResults and Discussion

for three different heat dissipation mechanisms, namely the ysefulness of the proposed method will now be illustrated
convection-conduction, pure convection and pure radiation. Oy means of a worked example. Consider a rectangular profile,
servation of Fig. 2 shows that the errAt decreases asymptoti- longitudinal fin made of the alloy AISI 1010 subject to

cally to ZEro as the number of terms incre_ases; in fact Wh“enfonvection-radiation heat dissipation. The following values are
=5 the difference never exceeds 0.0003. Figure 3 shows oscilla-

tions of decreasing amplitude in the case of convection-radiation,
and that the difference decreases asymptotically to zero as the
number of componentsy, in the approximate solution increases.
Whenm=6 it is found that the maximum difference never ex-
ceeds 0.0008 for any of the dissipation mechanisms. Therefore, it
may be concluded that the use of 5-terms for the integral constants

Table 1 Node temperature of a convective-radiative fin at T;

=600 K, as a function of components in the approximate solu- 0 i — — — — PureCon.
ton v 0 = Pure Rad.
2 ————— Con. & Rad.
X
@m 0 1/4 1/2 3/4 1
@1 2.03076 2.04070 2.04202 2.03472 2.01881
©s 1.83901 1.77652 1.72909 1.69677 1.67938
@3 1.83177 1.76761 1.72020 1.68841 1.67140
©a 1.82692 1.76157 1.71398 1.68235 1.66551
@5 1.82762 1.76276 1.71573 1.68451 1.66778
©6 1.82744 1.76257 1.71560 1.68442 1.66770 L Ly g
@7 1.82755 1.76274 1.71581 1.68464 1.66792 0 0.25 05 0.75 1
g 1.82753 1.76271 1.71577 1.68459 1.66787
©g 1.82754 1.76272 1.71579 1.68461 1.66788 X

®10 1.82754 1.76272 1.71578 1.68460 1.66787 o )

©11 1.82754 1.76272 1.71578 1.68460 1.66787 Fig. 4 Temperature distributions of a rectangular fin for pure
Yu [13]  1.82900 1.76500 1.71800 1.68700 1.68155 convection, pure radiation and convection-radiation, at the
fluid temperature T,=450 K; 600 K; 900 K, respectively
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= heat transfer coefficient
= thermal conductivity

assumed: k,=63.9W/mK, B=-0.0007582K?! T,=T, E
L = the highest order derivate
1
P
T

=300K, T;=450K; 600 K; 900 K, V=0.003n7, Ap
=0.003nf, h,=20W/n?K, h{=1000W/nfK, «=1.0, ¢
=1.0, and the Stefan-Boltzmann constant is taken torbe.67 — fin perimeter
X%_?;S W/rglz K*. ional distributi | he fi = tempperature
e nondimensional temperature distributions along the fin are 1 _ ¢ effective sink temperature of the radiation surface
shown in Fig. 4 for fluid temperaturéig =450 K; 600 K; 900 K, N. = nonlinear terms
respectively. The figures present the results for pure convection, \; _ "
2 - ; L V = volume of the fin
pure radiation and simultaneous convection-radiation heat trans- — fin thi
fer. It will be observed that the dimensionless fin t wre " = fin thickness
er. 1t will be observed that the dimensionless fin temperature =, _ ayia| distance measured from fin tip
always decreases monotonically from the base of the fin towards — i ; :
; P . = dimensionless distancéb
the tip, and that the temperature distribution is the lowest in the
case of simultaneous convection-radiation heat transfer.Tror Greek Symbols
=450K, it can be seen that the temperature distribution is lower 4 = absorptivity
in the case of pure convection than for the pure radiation case. For slop of the thermal conductivity-temperature divided
T¢=600 K, the two temperature distributions are very similar for by the intercepk,
pure convection heat transfer and pure radiation heat transfer. As ¢ = emissivity
before, the temperature distribution is lower in the case of pure ¢ = dimensionless temperatuféT,
convection. However, in the case Bf=900 K it can be seen that o = Stefan-Boltzmann constant
the temperature distribution for pure radiation is lower thaninthe = the approximate solution
case of pure convection, i.e., the observed results are reverséc;lcéib ot
Regarding the maximum temperature difference between the p SCrpts
convection and the simultaneous convection-radiation cases, it a = ambient
will be seen that this difference is about 3 percent for b = base of the fin
=450 K, 7 percent whenT;=600K, and 17 percent foif; m = number of components in the approximate solution
=900 K. The maximum temperature difference between the pure n = number of terms in the integral constants series
radiation and the simultaneous convection-radiation cases is ap- f = fluid on the inside face of the primary surface
proximately 6 percent at;=450 K, 7.7 percent foil ;=600 K,
and 7 percent whefi; =900 K. The results presented above indiReferences
cate that convection heat transfer is the most effective dissipatiofit] Kern, Q. D., and Kraus, D. A., 197Zxtended Surface Heat Transfer
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An Experimental Investigation on
Flow Boiling of Ethylene-Glycol/
Water Mixtures

Satish G. Kandlikar

_ ASME Fellow Mixtures of ethylene glycol and water are used in cooling the engines in automotive
e-mail: sgkeme@rit.edu applications. Heat is transferred essentially under subcooled flow boiling conditions as
Murat Bulut the mixture flows over the hot surfaces, which are at temperatures well above the local
saturation temperature of the mixture. Very little information is available in the literature
. o on the subcooled flow boiling characteristics of this mixture. The present work focuses on
Mechanical Enginegring Department, obtaining experimental heat transfer data for water and its mixtures containing ethylene-
Rochester Institute of Technology, glycol (0 to 40 percent mass fraction, limited by the maximum allowable temperature in
Rochester, NY 14623 the present setup) in the subcooled flow boiling region. The experimental setup is de-

signed to obtain local heat transfer coefficients over a small circular aluminum heater
surface, 9.5-mm in diameter, placed at the bottom 40-mm wide wall of a rectangular
channel 3mmXx40-mm in cross-section. Available models for (a) subcooled flow boiling
of pure liquids and (b) saturated flow boiling of binary mixtures are extended to model the
subcooled flow boiling of binary mixtured.DOI: 10.1115/1.1561816

Keywords: Binary, Boiling, Evaporation, Flow, Heat Transfer

Introduction approached as an asymptote from the partial-boiling region.
. . Kandlikar [2] used the nucleate boiling component in the Kand-
Subcooled flow boiling of ethylene-glycol/water mixtures oc;. o . X
curs over hot surfaces in the engine coolant passages in autor};'l"nlt(?a-r [3] flow boiling correlation to predict the fully developed

. . Lo - . flow boiling heat transfer with pure liquids. He compared experi-
tive cooling application. Efficient cooling of these hot surfaces is . L
mental data from several sources with predictive models by

important in avoiding localized dryout in these regioifénlay S
et al.,[1]). Although this mixture has been used for over severi’\t/llCAdamS et al[4], Jens and Lottef5], Thom et al[6], Mikic

decades, there is very little information available in the open i ind Rohsenoy7], and Shal{8] and found good agreement be-

erature on its heat transfer characteristics under these conditiofa. his model_and the da_ta as well as the_ trends in their para-
SO o : metric relationships. The boiling curves for different mass fluxes
The present work is aimed toward obtaining experimental flow

p .. ) and subcooling merged into a single FDB curve at higher heat
boiling data and characterizing the mixture effects on the heat . .
transfer performance. filixes. This was also noted by Vandervort et[8l] through their

Subcooled flow boiling of binary mixtures involves the Combi_extenswe experiments with water. . .
Heat transfer in the partial boiling region covers the region

nation of two phenomena that are quite extensively studied: syb- . A -
cooled flow boiling of pure components, and flow boiling of bil_between the ONB and the location where FDB is established.

: : ; e arious schemes are available in literature for predicting heat

nary mixtures. A brief overview of these topics is presented her}éansfer in this region, e.g. ShdB]. However the scheme pre-

Subcooled Flow Boiling of Pure Components. Figure 1 sented by Kandlikaf10] provides a comprehensive methodology
shows the heat transfer characteristics during subcooled flow baibvering the single-phase, partial boiling, and fully developed
ing of a pure liquid. Heat flux is plotted as a function of the locaboiling regions. This scheme resulted in good agreemeithin
wall temperature. The plot represents the conditions existing afl& percentywith water and refrigerant data from earlier investiga-
certain location in a uniformly heated tube with constant liquitbrs.
subcooling. As the heat flux is increased, path A-B-C-E-G is fol- - . .
lowed. Initially the heat transfer is by single-phase mode in t;ge Flow Boiling of Binary Mixtures. Heat transfer under flow

region A-B-C where an increase in the flow velocity or a decrea: 8!'!”9 of binary mixtures consists Of. two components, convective
in the local fluid temperature causes an increase in the heat traf&iling component and nucleate boiling component. The convec-

fer rate. At location C in the plot, the local wall superheat jlive component for mixtures is similar to that for pure liquids and

sufficient to cause nucleatidi©nset of Nucleate Boiling, ONB can be predicted ffom the existing pure c'qmponent correlations
for the given set of flow conditionghysteresis delays nucleationtSiNg Mixture properties. The nucleate boiling component, how-

to D in some cases). Following the ONB condition, heat transf&V€" iS affected by the nucleation of bubbles and their growth in
is by combined nucleation and convection modes in the regi e surrounding liquid mixture. The difference in the liquid and
vapor phase compositions during evaporation sets off a mass dif-

C-E (Partial Boiling). Finally, beyond E, Fully Developed Boiling ; “F . .
(FDB) is established in the region E-G, and heat transfer is e{,p_snon process that increases the saturation temperature at the

tirely by nucleate boiling mode. In the single phase region A-£vaporating interface and presents an additional resistance to heat

the single-phase correlations apply, while specific correlations df@nSfer- The resulting suppression in the nucleate boiling compo-
ent depends on the thermodynamic properties and the nature of

developed for the FDB and the partial boiling regions. Kandlik 2 o ) i
[2] provides further details of various regions. %ret\;\aepr%rii![ﬂlrjéd equilibrium curvegbubble point and dew point

The FDB correlation plotted in Fig. 1 represents a line that
P 9 P Calus et al.[11], Bennett and Chefl2] and Jung[13] pre-
Contributed by the Heat Transfer Division for publication in th®URNAL OF sented flow boiling correlations for binary mixtures. More re-

HEAT TRANSFER Manuscript received by the Heat Transfer Division March 21pently, Wettermann and _StelnE]I4] present_ed a n(_EW correlauor!
1999; revision received November 14, 2002. Associate Editor: S. S. Sadhal.  Scheme to represent their own data for binary mixtures of refrig-
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) Fig. 2 Effect of dissolved gases on flow boiling heat transfer
Fig. 1 Heat flux dependence on wall superheat at constant of R-113, Murphy and Bergles [25], reproduced with permission
local subcooling during subcooled flow boiling

rated flow boiling. Under these conditions, the performance with
) o the two mixtures was very similar. Bhowmick et f20] modified
erants. Barbosa et dl15] present a review of the existing corre-the Chen[22] correlation to correlate their data.
lation schemes to predict the heat transfer with binary mixtures. McAssey and Kandlikaf21] compared the ethylene glycol/
Kandlikar[10,16]presents a review of the previous work dongyater mixture data obtained from automotive engine cooling ap-
with mixtures in pool boiling as well as flow boiling and offers agjication with the EDB correlation for mixturesee Eq(2)) and
comprehensive treatment of _the_phenomena._ He classifies t§8nd the agreement to be within30 percent. They also indi-
level of heat transfer suppression into three regions: near azeofgted that the prediction accuracy would improve with the incor-
pic region (heat transfer characteristics are similar to that for Boration of accurat€, for ethylene glycol, inclusion of the factor

pure liquid), mild diffusion-induced suppression region, and s¢_ and the extension of the Kandlikaf2] partial boiling meth-
vere diffusion-induced suppression region. The correlations pigjology to mixtures.

sented by Kandlikaf16] for these regions along with the sub-
cooled flow boiling correlations by Kandlik@tO]are extended in  Effect of Dissolved Gases on Flow Boiling Heat Transfer.
this paper to model subcooled flow boiling of binary mixtures. The solubility of dissolved gases in liquids decreases with an in-
crease in liquid temperature. This causes release of dissolved
. gases as the liquid temperature is raised resulting in an early
Subcooled Flow Boiling of Ethylene-GlycoWater and  pycleation at temperatures well below saturation temperature. The
Propylene-GlycofWater Mixtures. ~ Finlay et al.[1] conducted effect of dissolved gases on boiling heat transfer of water was
experiments with 50/50 mixture by volume of ethylene-glycolétgied by McAdams et aJ4]. Their results indicate that the dis-
water covering an operating range for coolant velocities of 0.1 tQyjyeq gases have no effects on the single-phase heat transfer. In
5.5 m/s, pressures of 1.15, 1.4, and 2 atm, and for heat fluxesi4g partial boiling region, the heat transfer coefficient increases
to 140 W/ent using copper and aluminum tubing and cast-iroue to increased nucleation activity. However, this effect com-
sections. From their literature review, Finlay et al. noted that Bletely disappears at higher wall superheats as fully developed
many automotive engines the coolant is pressurized to 2 atm, &{f}iing conditions are established. This is well illustrated by
the thermostat is set at 85°C to 95°C. In the high heat flux regiopghsenow et al23]in a figure that shows no effect of dissolved
of _t_he cylinder head, the heat transfer is under sul_)cooleql ﬂ%ses in the fully developed boiling region between completely
boiling mode. They also noted that the heat transfer is dominatgdgassed water and water with a very high dissolved air content.
by nucleate boiling at lower velocities, while convective boilingsimilar results were obtained by Behar et[24]with water.
was dominant at higher velocities. Their results indicate that therea getailed study on the effect of dissolved gases on the heat
is a need for better predictive methods for correlating the heghnsfer in an R-113 system was performed by Murphy and
transfer data, especially in the high heat-flux regicarrespond- pgergles[25]. Nucleation was initiated when the wall temperature
ing to FDB). . . exceeded the saturation temperature corresponding to the partial
Recently there has been an increased thrust to switch dgassure of water in the air-water vapor mixture. The effect of
propylene-glycol/water mixtures. Propylene glycol is less toxigissolved gases is seen to disappear quickly at higher wall tem-
than ethylene glycol, possesses very similar heat transfer charggratures as the fully developed boiling conditions approach. This
teristics, and appears to be an ideal replacement. Ambrogi et\ghs observed even for the case with very high levels of dissolved

[17] presented a comparison of the two coolants under a wiggs content. Figure 2, reproduced from Murphy and Ber@63
range of heat flux and mass flux conditions. clearly shows this trend.

McAssey et al.[18], Bhowmick et al[19,20], and McAssey
and Kandlikaf21]conducted experiments to compare the perfor=, . .
mance of propylene-glycol/water and ethylene-glycol/water mi)E-DbJeCt'V‘:"S of the Peresent Work
tures in the engine cooling application. The flow velocity ranged In the present work, the subcooled flow boiling heat transfer
from 0.4 m/s to 2.5 m/s, and the maximum heat flux employquerformance for ethylene-glycol/water mixtures is obtained ex-
was 1.8 MW/mi. The investigation covered subcooled and satyerimentally using a rectangular flow channel and a localized spot
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insulate the heater element from the test section. The working
fluid is circulated through the test section using a VWR Scientific
model 1167 constant temperature circulation bath. The flow rate
was measured with an Omega FL-1503A rotameter.

Experimental Procedure

The experiments were performed with pure water and mixtures
of ethylene-glycol/water in the mass concentration range from 0
to 40 percent ethylene-glycdimited by the maximum allowable
temperature in the setupFor the initial test runs, distilled water
was used as the working fluid in the system. After each run,
ethylene-glycol was added systematically to yield the desired con-
centration for the next run. At the beginning of the data collection
sessions, the water bath was filled, and the pump and the heater
were turned on. The water circulation bath was equipped with two
internal pumps, one on the delivery side and one on the suction
side. Using the two valves across the test section, the pressure at
the test section was maintained at the local atmospheric pressure
value (as shown in Fig. 3). The mixture was heated to a tempera-
o ) .. ture of 90°C and allowed to circulate through the system for 3
h_eater. The heat transfer characteristics in _tI_1e part_lal boiling f§5urs prior to each test with a given concentration. During this
gion and early part of the fully developed boiling region are studseriod, the immersion heater in the circulation bath produced boil-

ied, and a correlation scheme is proposed for heat transfer R§ in the liquid pool. The cover of the tank of lightly covered

Fig. 3 Schematic of the experimental setup

binary mixtures in these regions. throughout the experiments. Boiling around the heater, with the
. liquid subcooled by only five to fifteen degrees would result in a
Experimental Setup very low dissolved gas content in the liquid. The power to the

The experimental apparatus used in this study consists ofgater and the flow rate were set to the desired_\_/alues._ It was
horizontal channel in which ethylene-glycol/water mixture flowg0ted that the system reached steady state conditions within 20
over a 9.5-mm circular heater surface mounted flush in the wdlinutes. Temperatures along the heater length and inside the flow

Kandlikar and Spiesma26]used a similar experimental setup aghannel were rgacorded after 30 minutes. From the temperature
shown in Fig. 3. The test section is fabricated from 6061-T6 alfpeasurements in the heater at known locations, the heat flux, the

minum with the flow channel c/s of 3-mm¥0-mm (channel hy- temperature of the heated surface, and the heat transfer coefficient

draulic diameter of 5.58-mmA two-piece polycarbonate window Were determined. _

is provided for visual observation of boiling on the heater surface, 1 e tests were performed by powering the heaters and system-
The heater assembly, shown in Fig. 4, is made of 2024-T3 alurgiically increasing the heat flux between the successive runs. The
num. Four thermocouples, TT-E-36-type, are placed along tR¥Periments were then repeated by systematically decreasing the
length of the 9.5-mm diameter section as shown in Fig. 4. ofeat flux from the maximum value to assess the hysteresis effect.

thermocouple is placed in the flow before the test section to mek€ results presented here are for decreasing heat flux values un-

sure the incoming fluid temperature. A torlon bushing is used 185 otherwise stated. _ _
The heater surface was placed flush with the torlon housing.

The video images of boiling on the entire surface indicated that
T there was very little activity present due to rogue sites at the
sul'f\ 95 dia interface between the aluminum heater and the torlon housing.

(& Error Analysis

TGy The surface heat flux, the surface temperature, and the heat
transfer coefficient are calculated by measuring the temperature
105 profile along the length of the circular aluminum heater. The error
i T - associated with the measurement of distances between the ther-
Inmm 3 — ® mocouple locations is 0.25 mm. The flow rate is measured with a
16 flow meter with an accuracy of-0.5 percent of the full-scale
value. The thermocouples and the data acquisition system are cali-
brated at steam point and ice point, and yield values within 0.1 K
at these two conditions. The saturation temperature is calculated
16 from the local pressure measurement and the barometer reading.
The estimated accuracy in the calculation of the saturation tem-
Heater Ty a— perature is 0.1 K. In order to calculate the standard deviations
Element associated with the measurement of precision of various quanti-
ties, readings were taken for a few sample runs for every three
minutes over a period of 2 hours.

The surface heat flux and the surface temperature are calculated
by extrapolating the heater temperature measurements. The valid-
ity of this approach was confirmed through a detailed numerical
analysis using an ANSYS model.

The uncertainty analysis was performed according to the ASME
Policy on Reporting Uncertainties in Experimental Measurements
and Results. Table 1 shows the bias and precision limits obtained
from the instrument data, calibration experiments, and statistical
Fig. 4 Details of heater assembly data obtained40 readings at the same settinghe results of the

e
N

Dimensions

T, ———>*
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Table 1 Bias limits and precision limits o 200 ‘ ‘ I ‘
Bias Limit_ o1k ¢ 180 Water-Ethylene Glycol System
emperature measurement=8. S 1
Saturation temperature=0.2 K ® at 1 Atmosphere Pressure
Thermocouple location=:0.25 mm °
Flow velocity measurement=0.006 m/s 2 160
Water temperature measurement8-1 K £
Precision limits derived from 50 samples lg
Heater thermocouples=0.2 K 140 -
Water temperature==0.025 K S /
€ 120 /
L
2 —
analysis are shown in Fig. 5. The uncertainty is high at the lower ¥ 100
values of the heat transfer coefficient near the single phase region 0 0.2 0.4 0.6 0.8 1
due to the small temperature difference between the wall and the
fluid. In the region of interest, the uncertainty is between 3-10 Ehtylene Glycol Mass Fraction
percent.
Fig. 6 Variation of saturation temperature for ethylene glycol /
Effect of Dissolved Gases water mixture at atmospheric pressure

In the present experiments, the circulation bath was heated with
an immersion heater that kept the water temperature above 90°C. . . -
The difference in the dissolved gas content corresponding to 908€°!ing for the respective runs are also shown in Fig. 7. All prop-
and the actual saturation temperature is quite small. For pure viU€S are calculated at the saturation temperatbugble point
ter, the difference in solubility is only 0.6 percent higher at 100°#Mmperaturepf the mixture. o
than that at 90°C. In the fully developed boiling region, the effect Figure 7 shows that as the ethylene glycol concentration in-

of dissolved gases completely disappears as found by earlier §i€2S€s, the heat transfer performance deteriottegger super-
vestigators as seen from Fig. 2 by Murphy and BergRss. heat is needed at the same heat Jflixthe partial boiling and
FDB regions for the same flow rate. Addition of just 1 percent

. . ethylene glycol resulted in a reduction in heat transfer compared
Results and Discussion to pure water. As the concentration of ethylene glycol increased,

The study was primarily focused on studying the effect of corthe curves systematically shifted to the right.
centration on heat transfer performance. Experimental results ar@he results from Fig. 7 are redrawn with heat transfer coeffi-
obtained for pure water and ethylene glycol mass fractions of 1%ient versus wall superheat axes in Fig. 8. At lower heat fluxes,
2%, 3%, 4%, 5%, 6%, 7%, 8%, 10%, 11%, 12%, 14%, 20%, 25%e heat transfer coefficient corresponds to the single-phase value.
30%, 35%, and 40%. Two flow velocities of 0.129 m/s and 0.38Boiling occurs at higher heat fluxes beyond ONB. Comparing
m/s are employed. The differences in the saturation temperatureldéerent curves, it is seen that as the concentration of ethylene
different concentrations and the resulting differences in heat losgggcol increases, heat transfer coefficient at a given wall superheat
in the piping for each run made it difficult to keep the subcoolingecreases. It should be noted that the saturation temperature
constant, and a range of 5-25 K in inlet subcooling was obtaingBubble point temperaturéor each concentration is different, and
Note that the saturation temperature of the mixt{mebble point has been accounted for in the calculation of the wall superheat and
temperaturejncreases with increasing concentration of ethylene
glycol as shown in Fig. 6.

Figure 7 shows a comprehensive plot of heat flux versus wall
superheat for a mean flow velocity of 0.129 m/s. To avoid over-
crowding the plot, results for water and only seven other concen-

& water Re=2446, 10 K subcooling
=1 % Re=2448, 10 K subcooling
0 5% Re=2296, 10 K subcooling

trations are shown. As the properties change with ethylene glycol A12% Re=2057, 8 K subcooling
concentration, the flow Reynolds number changes for each con- A14% Re=1994, 7 K subcooling |
centration. Individual values of Reynolds number and inlet sub- 020% Re=1822, 5 K subcooling |

X 30% Re=1702, 5 K subcooling
+40% Re=1278, 5 K subcooling

50 NE 299 V=0.129 m/s
| Q ~ 00 i =u. .
45 @ bias limit 2 3 - OMpg X,
40 1 A precision fimit %250 ] Py o
¥ 35 - Ouncertainty % 200 -/ X 4
© § " o -
T 20 < 100 - . A %0+
Q 8 QA LOx
S5 15 ] £ 50 © “ﬁ
10 - <& Q Q a 0 T T T T
5 1 e o o 2 3 0 5 10 15 20 25
0 T
0 5000 10000 Wall superheat, AT(K)
Heat transfer coefficient, o (W/m?K) Fig. 7 Surface heat flux versus wall superheat for flow boiling
of water/ethylene glycol mixtures at V=0.129 m/s and atmo-
Fig. 5 Uncertainty estimates in the experimental results spheric pressure
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Fig. 8 Heat transfer coefficient versus wall superheat for flow

boiling of water /ethylene glycol mixtures at

atmospheric pressure

the liquid subcooling. Similar results are obtained for a high
flow velocity of 0.387 m/s and are shown in Figs. 9 and 10.
The effect of hysteresis is also investigated in the present wo
The data presented in Figs. 7—10 are obtained for decreasj
value of heat fluxes. To see the effect of hysteresis, experime
were conducted for both increasing and decreasing heat flux
The hysteresis effects were most significant at the staitrop
shown here). Once the highest heat flux was employed, the h
teresis effect disappeared in the subsequent runs. The results
sented here correspond to the heater performance after sev
cycles of increasing and decreasing heat fluxes. For low veloc
runs, a slight hysteresis effet0 percent difference in heat flux
was observed for mixtures in the region 0—10 K wall superhe
This effect was very small for high velocit§0.387 m/s)runs.

& water Re=7339, 10 K subcooling
= 1% Re=7336, 10 K subcooling
0 5% Re=6887, 10 K subcooling
A12% Re=6171, 8 K subcooling
A 14% Re=5981, 7 K subcooling
020% Re=5467, 5 K subcooling
X 30% Re=4730, 5 K subcooling
4 40% Re=3833, 5 K subcooling

V=0.129 m/s and

0

< 350
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‘E’ 250 ¢ Caox
T = ® _oMpX
X 200 - . 0%+
= 150 = o %
2 100 %= ohow
@ < AOX
8 50 A
5
[/)] 0 T T T
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Wall superheat, AT(K)

25

Fig. 9 Surface heat flux versus wall superheat for flow boiling

of water/ethylene glycol mixtures at

spheric pressure
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V=0.387 m/s and atmo-

@ water Re=7339, 10 K subcooling
== 1% Re=7336, 10 K subcooling
0O 5% Re=6887, 10 K subcooling
A 12% Re=6171, 8 K subcooling
A 14% Re=5981, 7 K subcooling
D20% Re=5467, 5 K subcooling
X 30% Re=4730, 5 K subcooling
<+ 40% Re=3833, 5 K subcooling
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Fig. 10 Heat transfer coefficient versus wall superheat for flow
boiling of water /ethylene glycol mixtures at V=0.387 m/s and
atmospheric pressure

q‘—rigures 11 and 12 show such plots for pure water and 6% con-

ﬁgntrations of ethylene glycol at a flow velocity of 0.387 m/s.

‘In the present investigation, a high speed video camera, Kodak
apro 1000, was employed to study the nucleation behavior.
e departing bubble sizes in the present investigation are typi-

cally less than 0.1 mm. Earlier investigators reported the presence
g_rogue sites surrounding spot heaters. The crevices between the
F‘-@_ter and the s_urrounding torlo_n in the preset setup produced
Ly few rogue sites. The nucleation on the surface of the heater
S seen to be very intense with hardly any interaction with the
bbles generated at the rogue sites. Similar observations were
ade from their experiments by Kandlikar and Sturf@ii] and
andlikar and Howel[28].

Comparison With Correlations in the Fully Developed and
Partial Boiling Regions. Heat transfer during subcooled flow
boiling is classified into partial boiling and fully developed boil-
ing regions. Kandlikaf2] presented a comprehensive methodol-
ogy to predict heat transfer in these regions for pure liquids. One
of the major aspects of his methodology is the prediction of the
heat transfer coefficient in the fully developed boiling region us-
ing the nucleate boiling component of the Kandlikaj correla-
tion. Heat transfer in the fully developed boiling region for pure
liquid is given by:

q"=hrp(Ty=Te)=h*(Ty,—Tsa) = 105836)‘7[:” hio(Tw— Tsa(t)l)
h:p in EqQ. (1) is based onT,,—T;), whereT; is the bulk liquid
temperature, antd* is based onT,,— Ts,). According to Eq(1),
there is no effect of subcooling on heat transfer in the fully devel-
oped boiling regionFy, is a fluid-dependent factor in the Kand-
likar [3] correlation, which is employed in the subsequent
correlations by Kandlikaf2,16].F;, for mixtures is obtained as a
mass fraction-averaged value of the respective pure component
Fg values. Since the value &f;, is not available for ethylene-
glycol, it is used as l(same as water)n the present work.
The error introduced by this assumption is quite small at lower
ethylene glycol concentrations because figevalue for mixtures
is the mass-fraction averaged value of the respective pure compo-
nentF; values.

Kandlikar [16] presented a methodology for predicting heat
transfer during saturated flow boiling of binary mixtures. He iden-
tified three regions to describe the level of mixture effe@s$:In
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Fig. 12 Effect of hysteresis on flow boiling heat transfer for
Fig. 11 Effect of hysteresis on flow boiling heat transfer for 6%;] ethylene-glycol /water mixture at V=0.387 m/s and atmo-
pure water at V=0.387 m/s and atmospheric pressure Spheric pressure

the near-azeotropic region, the mass transfer effects are negligilige to errors in estimating the slope of the bubble point curve near
and the heat transfer is given by the pure component equalibn; x, =0. Therefore, the near-azeotropic range may be considered to
In the moderate suppression region, nucleation is suppresseth&dfrom 0 to 0.15 as seen from Fig. 13.

some extent and the heat transfer is described by the equatiom the partial boiling region, the following method by Kandlikar
applicable in the convective boiling dominant region; d@ogilin  [2]is modified(in Eq. (6)) and is presented below.

the severe suppression region, the heat transfer is further redupet Flux at ONB(locationC in Fig. 1):

and a factorFp is introduced in the nucleate boiling term to , ) )

represent the mass diffusion effects. done=[MiLe/(80v gTsad [ATsaronel (5)

Extending the above models to subcooled flow boiling of birpe peat fluxg? at the intersection of the single phase line ABC

nary mixtures, the heat transfer in the fully developed boiling, e £,y developed boiling curve is given by the following
region can also be classified depending on the level of SuPpr%a'uation'

sion. In the near-azeotropic region, Ef)) is expected to apply. In
the moderate suppression region, the nucleate boiling term from CF(Gi_g)  *gr—q>*— Ch oF 11(GiLg) *"ATsu=0 (6)

itlsweuseg(ljjalttloig giF\J/F::]C?)S!e to the convective boiling dominant regl?/vnhere C=1058 in the near azeotropic regio8=667.2 in the

moderate suppression region, &be 1058F in the severe sup-
"=66.7.2B8Fh o Tw— Tea) (2) pression region.

In the severe suppression region, the heat transfer is further Fgcation of E:

duced by a factoF . The final expression in the fully developed qr=1.4q¢ ©)
nucleate boiling region is given by
7 Partial Boiling Region, C-E.
q"=1058B8"F 1, o Ty~ Tead Fo (3) ) .
o . o _ q"=a+b(T,—Tsa) (8)
The diffusion induced suppression facteg is given by:
12 1 where,
{ o ) dT)( ) @
Fp=0.6781+|—— — (X — "_q
D Ah g dx, )t Y1 b Je—dc )

m m
dT/dx, is the slope of the temperature versus liquid concentration (ATsate)"~ (ATsac)
curve, andy, is the equilibrium vapor concentration. A volatility a=qt—b(ATgue)™ (10)
parameterV/,, defined in the nomenclature section, is used b . . '

Kandlikar [10,16]to describe the suppression effects. According"€ €xponenmmiis obtained as follows:

to Kandlikar[16], for V;<0.03, the mixture can be treated as a m=n+pq’ (11)

pure component, moderate suppression region covers<0/Q3

<0.2 (and Bo>1x 10 %), and severe suppression region extend¥nere,

bey_ondV1>O.2. o N _ p=(1/0.3—1)/(qL—qp (12)
Figure 13 shows the variation of volatility parameter with con-

centration for ethylene-glycol/water mixtures. Applying the criteand

ria described above, the mixture can be treated as a pure compo- n=1-pdq. (13)

nent below a concentration of 0.13, and Eq.applies in the fully C

developed boiling region. For concentrations between 0.13 aNdte thatm, a, andb in Egs.(8—11 are dependent on the heat

0.4, the mixture falls under moderate suppression and the lowkrx; hence an iterative scheme is needed to evaluate the heat flux

end of severe suppression regions. The estimation of the volatildya given wall superheat location between pod&ndE in Fig.

parameter at lower concentrations may be in considerable erfiocorresponding to the partial boiling region.
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Fig. 13 Variation of the volatility parameter in the Kandlikar [2]
correlation for binary mixtures of ethylene glycol /water at at-  Fig. 15 Comparison of the present data with the FDB correla-

mospheric pressure tion (asymptote to data at high superheats ), Egs. (1) and (2), 5
percent solution of ethylene glycol in water at atmospheric
pressure

Comparison With Data. Figure 12—18 present the compari-

son of the partial boiling and fully developed boiling correlationso FDB,. The data for 5 percent ethylene glycol concentration lies
presented in Eqg1-13 with the experimental data obtained inin between the two curves. Again, the wall superheat is not high

the present investigation. enough to enter the FDB region.

Figure 14 shows the comparison of data for pure water at ReThe results for the three concentrations of 14 percent, 20 per-
=7339 with Kandlikar'§2] FDB correlation given by Eql) and cent, and 30 percent are plotted on a single plot in Fig. 16. Al-
Egs.(5-13 in the partial boiling region witiC=1058. The data though the Reynolds number is somewhat different, a systematic
covers only the partial boiling region and the early part of thghift to the right is noted for both data and predictive correlation.
FDB region. It can be seen that the agreement is quite good beFor a concentration of 14 percent, the results shown in Fig. 16
tween the data and the correlations. indicate a better agreement between the data in the FDB region

Figure 15 shows the experimental data for 5% ethylene glycéith the correlation at high wall superheats. The FDB curve in
solution at Re=6887. Also shown in the figure are the predictiofigis plot usesC=667.2. The agreement in the partial boiling re-

from Egs. (1) and (2). Two sets of FDB curves are presentedyion is quite good.

FDB, usingC= 1058 applicable in the nucleate boiling dominant For the case of ethylene glycol concentration of 20 percent, the

region, and FDB with C==667.2 for the convective boiling diffusion effects are expected to be somewhat higher, andZiq.
dominant region. As the concentration of ethylene glycol irshould be applicable. The FDB curve is drawn witk-667.2. At
creases, the curves are expected to shift from FfoBpure water

11 wt. % ethylene glycol/water 9 K subcooling

water 10 K subcooling

FDB correlation with
constant=1058,
Re=6271

constant=667.2,
Re=7339
FDB correlation,with
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Fig. 16 Comparison of the present data with the FDB correla-

Fig. 14 Comparison of the present data with the FDB correla- tion (asymptote to data at high superheats ), Egs. (1) and (2),
tion (asymptote to data at high superheats ), Egs. (1) and (2), 11 percent solution of ethylene glycol in water at atmospheric
water at atmospheric pressure pressure
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Fig. 17 Comparison of the present data with the FDB correla-
tion (asymptote to data at high superheats ), Egs. (1) and (2),
30 percent solution of ethylene glycol in water at atmospheric
pressure

higher wall superheats, the data is expected to follow the F
curve. However, such data could not be obtained due to limits
the available heater power.

The results for 30 and 40 percent ethylene glycol solutions
shown in Figs. 17 and 18. In both plots, the data exhibit a t
dency to go beyond the FDB curve usi@g 667.2. This indicates
that the suppression is higher and E8) with appropriate sup-
pression facto=y is warranted. Since the high wall superhe

curate values of;, are also needed at higher ethylene glyc
concentrations. Further work on obtaining high wall superhe
data for pure ethylene glycol and for the mixtures is reco
mended.

40 wt. % ethylene glycol/water 5 K
subcooling

400 -
350 -
300 -
250 -
200 -+
150 A
100 -

Data, Re=1278

Data, Re=3833

FDB correlation,with
constant=667.2,
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FDB correlation with
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Surface heat flux,q"(kW/m?)

23]
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Fig. 18 Comparison of the present data with the FDB correla-
tion (asymptote to data at high superheats ), Egs. (1) and (2), 40
percent solution of ethylene glycol in water at atmospheric
pressure
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a
data is not available, the FDB curve in the severe suppressi
region using the additional suppression factor is not plotted. Al

Conclusions and Future Work

The following conclusions are drawn on the basis of the present
study.

1. An experimental investigation is conducted to study the sub-
cooled flow boiling heat transfer of aqueous ethylene glycol solu-
tions. Experimental results are obtained for surface heat flux as a
function of wall superheat by systematically varying the mass
concentration of ethylene glycol in the range of 0 to 40 percent.
The flow configuration is a rectangular flow channel, 3-mm
X 40-mm in cross-section, with a circular heater of 9.5-mm diam-
eter placed centrally on the 40 mm side.

2. The results for flow boiling of pure water in the partial boil-
ing and early stages of the Fully Developed Boiling regions are in
good agreemer(Fig. 14)with the Kandlikar[2] model. The data
approaches the fully developed curve asymptotically as the wall
superheat increases. Higher wall superheat data is needed to fur-
ther confirm the model in the FDB region.

3. As the concentration of ethylene glycol increases, the heat
transfer performance deteriorates due to the adverse effects of
mass diffusion on the nucleate boiling heat transfer. The moderate
suppression region starts at much lower concentrations than pre-
dicted by using the volatility parametéfFig. 13) criterion given
by Kandlikar[16]. The error in calculating the slogkl /dx; re-
quired in evaluating/; in this region is suspected to be the main
reason for this discrepancy. Further evaluation is needed to estab-
lish this range accurately for subcooled flow boiling of mixtures.

paimilar work with other binary mixture systems is also recom-

ghended.

4. The heat transfer model in the partial boiling region given
Egs.(5-13, with an appropriate FDB correlation from Egs.

:z_%-&, is able to correlate the present subcooled flow boiling data

for ethylene-glycol/water system at low concentrations well as
seen from Figs. 14-18.
5. The fully developed boiling model for binary mixtures, Egs.
Qn—:%), seems to be applicable for subcooled flow boiling of binary
nixtures as well. However additional data at higher wall super-
eats and over the entire range of concentration are needed to
é{rther validate and refine the subcooled flow boiling model.

n}\_Iomenclature

a = constant defined by Eq10)

Bo = Boiling number=q"/Gi g

b = constant defined by Eq9)
C = constant in Eq(6)
Cp,. = specific heat of liquid, J/kgK

D,, = diffusion coefficient of 1(ethylene glycol)in 2 (wa-
ter), nf/s

Dy, = hydraulic diameter of the flow channel, m

dT/dx, = slope of the bubble point curve at concentratiqn
K

Fp = Mass diffusion induced suppression factor, E4.

F; = fluid-surface parameter in Kandlik§B] correlation,
represents the nucleation characteristics of the surface
with the given fluid

G = mass flux, kg/rfs
htp = two-phase heat transfer coefficient defined with wall
to fluid temperature difference, E(l).
h* = heat transfer coefficient defined with wall to satura-
tion temperature difference, EL).
I ¢ = latent heat of vaporization, J/kg
m = constant defined by Eq11)
n = constant defined by Eq13)
p = constant defined by Eq12)
q” = heat flux, W/ni

Re = Reynolds numbepVDy/u,
T = temperature, K

Tsa = wall superheat, K

ATgy, = liquid subcooling, K
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ULc
X1

Y1

flow velocity, m/s

Volatility parameter, defined by Kandlikat0],
=(CpliLa) (kD 1) XX, —y1)dT/dxy; represents
the mass diffusion effects in the liquid surrounding a
nucleating bubble

specific volume, rifkg

UVg— UL, m3/kg

liquid mass fraction of ethylene glycol in aqueous
solution

vapor mass fraction of ethylene glycol in aqueous
solution

Greek Letters

h = heat transfer coefficient, WAK
h o = heat transfer coefficient with all flow as liquid in
Kandlikar 3] correlation, calculated from Gnielinski
[29] and Petukhov and Popd®@0] correlations,
W/m?K
h* = hbased onT,,— Tsa), Eq. (1)
x = thermal diffusivity, =\/(pc, ), m?/s
N = thermal conductivity, W/mK
u = viscosity, N-s/m
p = density, kg/m
o = surface tension, N/m
Subscripts
conv = convective component
f = bulk fluid
G = vapor
L = liquid
LG = latent
lo = entire flow as liquid
nb = nucleate boiling component
Sat = saturation value
Sub = subcooling
tp = two phase
W = wall
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The Effect of Dissolving Salts in

Water Sprays Used for Quenching

a Hot Surface: Part 1—Boiling of
e | SinGle Droplets

sanieev Chandra We conducted experiments on the effect of dissolving three different salts sodium chloride
(NaCl), sodium sulfatgNa,S0O,) and magnesium sulfattdMgSQ,) in water droplets
boiling on a hot stainless steel surface. Substrate temperatures were varied from 90°C to
Susan McCahan 2_20°C. We photographed droplets as they evapora_t(_ad, and recordegl_ their evaporation
time. At surface temperatures that were too low to initiate nucleate boiling all three salts
were found to reduce droplet evaporation rates because they lower the vapor pressure of
and Industrial Engineering, water. In the nucleate boiling regime, low concentratiors0(1 mol/l) of NSO, and
University of Toronto MgSQ, enhanqed heat transfer beqau;g they prevented coalescgn(;e of vapor bupbles and
Toronto. Ontario M5S 3G8 Canadé produced foam_lng in the dr_oplet, significantly reducing d_ropl_et Ilfetlme_s. Increasing _the
' ’ salt concentration further did not produce a corresponding increase in droplet boiling
rate. Dissolved salts prevent bubble coalescence because they increase surface tension
and stabilize the liquid film separating bubbles, and because electric charge that accu-
mulates on the surfaces of bubbles produces a repulsive force, preventing them from
approaching each other. N&O, and MgSQ, which have high ionic strengths, pro-
duced a large amount of foaming in droplets and increased their boiling rate significantly.
NaCl, which has low ionic strength, had little effect on droplet boiling.
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Introduction modify the combustion chemistry, or they may alter the physical

. roperties of water and affect evaporation of droplets.
When measuring heat transfer from a hot surface quenched bE/) %oiling in droplets deposited on a hot surface differs from that

spray, researchers typically use water that .h.as begn carefully %B’served in a liquid pool, since heat transfer depends on the con-
tiled so as to remove any dissolved impurities. It is well knowg, o area petween the droplets and substrate. Any additive that
_that even trace contaminants in water can prod_uce I_arge vanatigigeases this area will also enhance heat transfer. Qiao and Chan-
in boiling heat flux. But the water used in engineering spray a, [7,8]found that dissolving traces of a surfactant in the spray
plications, which the laboratory tests hope to simulate, is rargly,ter significantly enhanced heat transfer. The surfactant reduced
purified with such care. Industrial users know that the water theie |iquid-solid contact angle and produced foaming in boiling
employ for cooling contains significant amounts of dissolved saligoplets; both these effects increased the solid area wetted and
and gases, since it is too expensive to remove them, even thogihanced surface cooling. King et @] observed the evaporation

the effect they have on spray cooling effectiveness is poorly ugf salt solution droplets placed on a hot stainless steel plate, at
derstood. temperatures below those required to trigger boiling. They found

The effect of additives on pool boiling heat transfer has rehat the dissolved salts reduced the vapor pressure of water and
ceived much more attention than their role in spray cooling. Potilerefore decreased the droplet evaporation rate. Cui ¢1@y.
boiling studies done by Jamiliahmadi et fL] and Najibi et al. examined the effect of dissolving either a daarbon dioxide)r
[2] showed that dissolved salts precipitate on the heater surfagits(sodium carbonate or sodium bicarbondtewater droplets
during boiling. This initially enhances boiling, since the depositsoiling on a hot surface. They established that the gas had little
act as bubble nucleation sites, but eventually the insulating seffect on boiling: it came out of solution and escaped soon after a
layer decreases heat transfer. Surfactants also have an importiaplet landed on the surface. The salts, however, prevented coa-
effect on pool boiling 3—5]: they promote bubble nucleation andlescence of vapor bubbles inside the boiling droplet, producing
foaming in the liquid and significantly enhance heat transfer. foaming and greatly reducing the droplet lifetime.

The use of additives in water sprays has been the subject of a'he ability of dissolved salts to prevent coalescence of vapor
few studies published in the fire safety literature, since there psibbles is well known: it is the reason, for example, that seawater
anecdotal evidence that some additives can greatly enhance f@@ms more than fresh water. The phenomenon is extensively
fire suppression capabilities of water. To quantify this effeefocumented in the chemical engineering literafure-18, since
Finnerty [6] measured the time required to put out a liquid podk IS important in reactors where a gas is bubbled through a liquid.
fire, using water sprays in which a variety of organic and inorthe rate of heat and mass transfer between the liquid and vapor
ganic salts were dissolved. The time to extinguish the fire variédlases is proportional to the contact area between them, which is
by an order of magnitude, depending on the salt used, but #dunction of the size and number of gas bubbles. The effect has

reason for this large difference was not understood. The salts nR§en demonstrated quite clearly in experimeits—14 where
gases were introduced into water baths in which electrolytic salts

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF were dissolved. There was a critical solute concentration above

HEAT TRANSFER Manuscript received by the Heat Transfer Division February 27Vhich the frequency _With WhiCh_bUbbleS merged was sharply re-
2002; revision received October 7, 2002. Associate Editor: D. B. R. Kenning. ~ duced. The mechanism by which these solutes prevent coales-
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cence is not clearly understo¢d4]. Some theoriefl5—17 at- residue. It was bolted to a copper block in which two cartridges
tribute it to the change in liquid surface tension produced Hyeaters were inserted. Chromel-Alumel thermocouples were used
dissolved salts. As two bubbles approach each other the ligu@measure surface temperature. Before depositing a droplet on the
film separating them thins, increasing the local salt concentratiearface its temperature was held constant withlh5°C by regu-
and surface tension, which stabilizes the liquid. This model do&ing power to the heaters using a temperature controller. Tests
not explain the observed correlation between the ionic strengthwére done at surface temperatures ranging from 90°C to 220°C.
the solute and the critical concentration required to prevent bubbleThe diameters of water droplets in our tests, measured by pho-
coalescence. An alternate hypothd4i8]is that electrical charges tographing spherical droplets in air after they detached from the
accumulating on the bubble surfaces produce repulsive forces bip-of the needle, were determined to be 2@02 mm. Dissolv-
tween them. ing salts in the water produced no measurable change in their size,
In an earlier experimerjL0] we demonstrated that dissolving 1from which we concluded that solute concentrations were suffi-
percent by weight of either sodium carbonate or sodium bicarbaociently low to have no appreciable effect on liquid surface tension.
ate in a water droplet boiling on a hot plate greatly reduced the After each droplet was deposited on the hot surface, its boiling
droplet lifetime. The dissolved salt prevented coalescence of waas recorded using both a 35 mm camera and a video system. The
por bubbles, enlarging the boiling droplet and increasing the arbiékon F-3 camera used to take photographs was controlled by a
in contact with the hot substrate. However, the study left us witomputer based data acquisition and control system that sent
several new unanswered questions. For example, do other splitses at pre-determined time intervals to trigger the camera mo-
have a larger or smaller effect on droplet boiling than the two wter drive, taking still photographs of successive stages of droplet
tested? What properties of the dissolved salt determine the magpact. The resolution of these pictures was much higher than that
nitude of its influence on boiling? What salt concentration maxof video images, allowing bubbles nucleating inside droplets to be
mizes the boiling rate? And most importantly from a practicatlearly seen. The evaporation time of each droplet was measured
viewpoint, how do salts influence heat transfer in a spray, rathieom video images; the resolution of these measurements, corre-
than just a single droplet, impacting a hot surface? sponding to the duration of a single video frame, was 33 ms.
Our objective in the present study was to vary both the type and
concentration of salts dissolved in water, and observe their effect
Ion boiling of single droplets of sqlt solution placed ona hot Sta"hesults and Discussion
ess steel surface. In a companion stid9] we confirmed that
salts that enhanced boiling of single droplets also significantly Figure 1 shows photographs of the boiling of droplets of pure
increased heat transfer to a spray of droplets quenching a Matter, NaCl solution and N&O, solution on a stainless steel
surface. surface at a temperature of 130°C. The initial diameter of all the
In the experiments reported in this paper we deposited 2.0 nfifoplets was 2.0 mm. The molar concentration of both salt solu-
diameter droplets of salt solution on a heated surface and phdions was the same, 0.06 mol/l. Each column in Fig. 2 shows
graphed their evaporation. The surface temperature was varfttcessive stages during the lifetime of a droplet, and each row
from 90°C to 220°C, so that we could observe both evaporatishows droplets boiling at the same tirfi¢ measured from the
and nucleate boiling of droplets. At surface temperatures abovistant of droplet impact on the surface, as indicated besides each
220°C we earlier foundi10] that bubbles grew so vigorously in row of photographs. Reflections of the droplets are seen in the
salt solution droplets deposited on a hot surface that they sha@lished stainless steel surface.
tered, making it impossible to define a droplet lifetime. The salts A number of small vapor bubbles nucleated inside the droplets
to be tested were selected after reviewing the literature on bubbigmediately after they touched the surface. In the pure water
coalescence in salt solutions. Lessard and Zienihk] demon- droplet these bubbles rapidly coalesced and burst through the lig-
strated that the effectiveness of a dissolved salt in preventing coéd surface so that by=0.5 s(the second frame in Fig. 1(aho
lescence depends on the valencies of its ions. Salts such as sodiulpble was visible. When a water droplet is placed on a hot stain-
chloride (NaCl), both of whose ions have valencies of 1, are thiess steel plate the surface under it cools rapidly. Measurements of
least effective. Magnesium sulfate (Mg9Qwith ionic valencies surface temperature variation, under conditions identical to those
of 2 and 2 respectively, has a large effect. Sodium sulfate our experiment$20]), showed that when a 2.0 mm water drop
(Na,SQ,), which has intermediate valency valug@sand 2), has is placed on a polished stainless surface initially at 130°C the
an effect that lies between those of the other two salts. We $emperature drops by approximately 35°C in 25 ms. Consequently
lected all three of these saliidaCl, Ng SO, and MgSQ) for our no more bubbles formed in the droplet because the temperature of
study, to examine the effect of valence combinations on dropléte stainless steel substrate became too low to sustain further
boiling. The concentration of each salt was varied from 0 to 0fucleation. The droplets were then in a state of evaporation rather
mol/l. than of nucleate boiling. Dissolved NaCl had little effect on
evaporation of a dropletFig. 1(b)) except that the large vapor
. bubble stayed intact untii=2.00s, when it burst through the
Experimental Method droplet surface. The droplet containing NaCl took approximately
Water used in our experiments was first distilled and thel? s to evaporate completely, compared to 10 s for a pure water
deionized. Distilled water was deionized in a NANOpure Bioredroplet; the increase in evaporation time was attributed to the
search Deionization SystertModel #D4754, Barnstead Ther-vapor pressure of water being reduced by the dissolved salt.
molyne Corporationto an electrical resistivity of 18.3 M-cm. Dissolved NaSO, had a significantly greater effect on droplet
Salt solutions were prepared by weighing out the required quaboiling than NaCl. Once a droplet containing dissolved, 3@,
tity of powdered salt and dissolving it in purified water at roontanded on the hot surface, many bubbles were produced inside it
temperature, and then allowing the solution to stand for about (Rig. 1(c)). These bubbles did not merge but grew larger, greatly
hours to ensure complete mixing. The salt concentrations usedekxpanding the bubble diameter. Consequently the contact area be-
these tests were all well below their solubility limits in water. tween the liquid and the hot surface was significantly increased.
A syringe pump was used to drive liquid through a 33-gaugkhe droplet lifetime was reduced to about 5 s, only half that of
stainless steel hypodermic needle, from whose tip the droplgtsre water. A ring of deposited salt was left on the test surface
detached and fell onto the test surface placed 50 mm below tfsee Fig. 1(c)t=5.50s) after all the water evaporated.
needle tip. The test surface was a stainless steel plate, 50.8 mmissolved MgSQ had an effect similar to that of N8O,.
square and 6.35 mm thick, finished with 600 grit emery cloth arfeigure 2 shows the boiling of droplets of water containing dis-
metal polish. During experiments it was cleaned with a cottolved MgSQ with three different concentrations: 0.01 mol/l
swab dipped in distilled water after each test to remove any sékig. 2(a)), 0.06 mol/(Fig. 2(b)), and 0.4 molAFig. 2(c))respec-
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pure water NaCl solution Na, SO, solution
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Fig. 1 Boiling of droplets of (&) pure water, (b) NaCl solution (0.06 mol/l), and (c) Na,SO, solution (0.06
mol/l), deposited on a stainless steel surface at a temperature of 130°C

tively. Boiling in droplets containing 0.06 mol/l of MgSQ@losely was slightly greater for a droplet containing 0.40 mol/l of dis-
resembled that of droplets with the same concentration g8Ra  solved MgSQ than it was for one with 0.06 mol/l of the same
(compare Figs. 1(cnd 2(b)). MgSQ was slightly more effective salt. ) o

than NaSO, in reducing droplet lifetime. When the concentration Figure 3 summarizes our measurements of droplet lifetimes on
was reduced to 0.01 mol/l, there was only one large bubble insiieStainless steel surface with surface temperatures varying from
the drop and the bubble lifetime increagé@iy. 2(a)). Raising the 90°C to 220°C. Data is shown for pure water drops and those of
salt concentration to 0.4 mol/l increased the number of bubblesQ06 mol/l solutions of NaCl, N&0O,, and MgSQ. Each data

the drop(see Fig. 2(c){=0.25 s), but did not further diminish the point represents the average of five measurements, with error bars
droplet lifetime. In fact, the time taken for the liquid to evaporatenarking the highest and lowest values. When the surface was at a
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Fig. 2 Boiling of droplets of MgSO , dissolved in water with concentrations of (a) 0.01 mol/l, (b) 0.06 mol/l,
and (c¢) 0.40 mol/l, deposited on a stainless steel surface at a temperature of 130°C

temperature below the saturation point of watH0°C), droplets ficiently superheated to trigger nucleate boiling in drops. Dis-
evaporated with no nucleation of vapor bubbles in the liquid. Treolved NaSO, and MgSQ prevented coalescence of these
only effect of the dissolved salts was to decrease the vapor presbbles and increased the droplet-surface contact area sufficiently
sure of the drops. Calculations showed that the magnitude of tlié®e Figs. 1 and 2p offset the reduction in liquid vapor pressure,
reduction was rather smdH-1 kPa)for the relatively dilute(0.06 decreasing the droplet lifetime by approximately 50 percent.
mol/l) solutions used. However, towards the end of droplet evapbdowever dissolved NaCl did not produce foaming in the drops as
ration, when the volume of liquid decreased and the salt concehe other two salts didsee Fig. 1)and therefore did not enhance
tration increased, the vapor pressure reduction was significdmiling. When the surface temperature was increased above 180°C
enough to produce a measurable increase in droplet lifetime. Kidgpplet boiling was so rapid, and bubble nucleation so vigorous,
et al.[9] have previously observed the same effect. that it was no longer possible to discern if any of the salts pro-
A test surface initially at a temperature above 130°C was sufuced a reduction in droplet lifetime.
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Fig. 4 \Variation of droplet lifetime with solution concentration
for 2.0 mm diameter water droplets containing either NaCl,
Na,SO,, MgSO,, or sucrose, deposited on a stainless steel
surface at a temperature of 130°C

Fig. 3 Variation of the lifetime of 2.0 mm diameter droplets of
water or salt solution placed on a stainless steel plate with
varying surface temperature

The effect of varying salt concentration is shown in Fig. 4

which shows measured droplet lifetimes of droplets containirggy ﬁroposed btharru(cjﬂlls], and Iatek: extinded bybogflr re-
between 0 and 0.4 mol/l of dissolved salt placed on a surface Sgcher$16,17], the model assumes that when two bubbles ap-

Qach each other the liquid film separating them thins rapidly.

130°C. For purposes of comparison we also did a series of te ! . L O X
with solutions of sucrose, which is a non-ionic solute but in%Le dissolved salt in the thinning liquid layer cannot diffuse away

creases liquid viscosity. Small amour(ts0.06 mol/l) of Na,SO, quickly, raising the local salt concentration and therefore the sur-

and MgSQ produced a significant decrease in droplet “fetiméace'ter_lspn. The increased surface tension prevents draining of
but further increases in salt concentration had little effect. In fadh'€ iquid film and retards coalescence.

droplet lifetime began to increase at the highest concentrations! NiS Model considers only surface tension changes and neglects
(>0.3 mol/l). Dissolving either NaCl or sucrose in droplets al€lectrostatic effects thgt may be important in ionic solutions. Elec-
ways increased droplet lifetime. tric charge accumulating on the surfaces of bubbles may produce

Dissolving salt in a droplet appears to influence its boiling i%ep:_"'swe force, prev?.r:titr_lg then(; flro;n aplﬁ)rof?chtin% eaCht (l))ther
two ways: it prevents bubble coalescence, producing foaming arfg - However, no quantitative model of such effects has yet been

increasing heat transfer from the substrate; and it decreases qfReloPed. _

vapor pressure of water, reducing the droplet evaporation rate.” the absence of any more comprehensive model we used Mar-
Depending on which of these two effects is dominant, dropl&¢CiS theory[15], as enhanced by Prince and Blarid], to
lifetime may be increased or decreased by a solute. At surfac@npare with our measurements of salt concentration required to
temperatures too low to initiate bubble nucleatisrl00°C) dis- prevent bubble coalescence in boiling droplets. The model is

solved salts always increase droplet lifetitsee Fig. 3). At higher Fas%df.(l)n %solution of the I;lgvigg—lsmkes eqUﬁFions inr:helihinnincgi
surface temperatures small concentrations 0f3@ and MgSQ  !'duid film between a pair of bubbles approaching each other, an
eglects all electrostatic forces. It predicts that the transition salt

are sufficient to promote foaming in drops and enhance boiling;, . b hich bubbles d | Lo b
adding larger amounts only reduces the droplet evaporation rgfg!centration above which bubbles do not coalesce Is given by

(see Fig. 4). NaCl produces little foamirigee Fig. 1), which is
why it always increases droplet lifetime. Sucrose, which is non- 12 Jo\ 2
ionic, was totally ineffective in preventing bubble coalescence and Ci= 1'18V(r_) RgT(%) Q)
greatly reduced the evaporation rate of water. b

The decrease in vapor pressure due to dissolved salts can b Eg. (1) the transition concentration is a function of bubble
calculated using the method described by Cisternas ¢Ral. size. As the radius of coalescing bubbles increases, the salt tran-
During boiling of a droplet the concentration of salt in it is consition concentration required for inhibiting bubble coalescence de-
stantly increasing; however, for the same salt concentration, diseases. Figure 5 shows the calculated variation of transition con-
solved MgSQ depresses the vapor pressure less thagSBa  centration with bubble radius for the three salts used in our
This may be part of the reason that MgS@as slightly more experiments.
effective in reducing droplet lifetime than dissolved,iS&, (see Bubble coalescence in boiling is a very complex phenomenon,
Fig. 3). since there is a range of bubble sizes present in droplets. From

Our experiments established that the most important effect thgtotographs we measured vapor bubbles varying in radius from
a dissolved salt plays in droplet boiling is in preventing nucleatin@.1 mm to 0.5 mm soon after the start of boilitege Figs. 2 and
bubbles from merging. Unfortunately, though the ability of dis4, t=0.25s). To compare these values with predictions from Eq.
solved salts to prevent coalescence of vapor bubbles has bébBnwe estimated the transition concentratiap) from Fig. 4, as
extensively documenteie.g.,[11-14,18,22]the phenomenon is being 0.11 mol/l for NgSO, and 0.06 mol/l for MgS@. The
still not well understood. We found only one theoretical modatorresponding bubble sizes from Fig. 5 are listed in Table 1.
that tried to predict the minimum concentration of dissolved salt Predicted bubble sizes seem to be significantly larger than those
in water required to prevent the merging of two bubbles. Origmeasured. However, the comparison is not very conclusive, since
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sion of ions from the surface by electrostatic image fol@&s.
The variation of surface tension with concentratioor{dc) listed
in Table 1, which was used in E{l), is therefore a function of
the ionic strength of the salt solutions.

The rate of diffusion of a dissolved salt in water may also play
an important role in droplet boiling. When a bubble grows in a salt
solution, the solute concentration increases at the bubble surface
when liquid evaporates, and increases the ionic strength locally.
The lower the rate of diffusion of salt away from the region of
high concentration, the stronger is this effect. The diffusion coef-
ficient of NaCl in water is much higher than those of,86), and
MgSQ,. The diffusion coefficients of the three salts in a 0.1 M
solution at 100°C arg25]: 1.988Xx10 ° m?/s (NaCl), 1.244
x10"° m?/s (N&SQy), and 0.892X0 ° m?/s (MgSQ,). There-
fore we expect much less accumulation of salt around bubbles in
NaCl solution droplets, and less foaming, than in those containing
Na,SO, or MgSG,.
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Conclusions

Dissolving small amount of ionic salts in water droplets evapo-
rating on a hot stainless steel surface had a significant effect on
Fig. 5 Transition concentration of salt required to prevent their evaporation and boiling. For _surfa_ce temperatures that were
bubble coalescence as a function of bubble radius in a salt too low to produce nucleate boiling dissolved salts always re-
solution at a temperature of 100°C duced the droplet evaporation rate. If the droplet was in a state of

nucleate boiling, small concentratiorisc0.1 mol/l) of Na,SO,

and MgSQ were effective in inhibiting bubble coalescence and
even small changes in estimatescptan produce large variations Produced foaming in the liquid, significantly reducing the droplet
in the predicted bubble sizsee Fig. 5). It is likely, though, that lifetime. Increasing salt concentration above 0.3 mol/l reduced the
the model is too simple to accurately simulate the variety ¢f@Por pressure of water enough to produce an increase in droplet
physical phenomena that govern bubble coalescence in nuclédgdime. Dissolved NaCl did not generate foam; it only reduced
boiling. Phase change at bubble surfaces during boiling produé@? vapor pressure of water and therefore the boiling rate. A the-
localized concentrations of salt, which the model does not Coﬂ[etlcal model of bgbble.coalescence, WhI.Ch considers the varia-
sider. Marangoni convection, driven by concentration gradienf®" of surface tension with salt concentration, was used to calcu-
along vapor bubble surfaces, can also affect bubble dynami[gte the size of bubbles in foaming droplets. It predllcted bubbles
Finally, electrostatic forces caused by ions accumulating at bubiiat were larger than those observed in our experiments. Other
surfaces play an important role in bubble coalescence. propt_artles of thg salts such as the.lr ionic _strengths and diffusion

Electrostatic effects in a solution are a function of its ioni€oefficients, which were not considered in the model, are also
strength(l), which is defined in terms of the valence of the ionémp_ortant in determining the effect of dissolved salts on droplet
present in the solution and their concentration: boiling.
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cence in saline solutions decreased with increasing ionic strength.

In our experiments, too, it was clear that droplet the effectivene
of dissolved salts in reducing bubble lifetime depended on theﬁiﬁ)menclature
ionic strength: in Fig. 4 droplet lifetime is seen to decrease with B = retarded Van der Waals coefficient

increasing salt concentration. Also, Mgg@nd NgSQ,, which ¢ = salt concentration
have ions with larger valencies than NaCl and consequently C; = ftransition concentration
greater ionic strength at the same concentration, were much more | = ionic strength
effective in producing foaming in the liquitsee Figs. 1 and 2). r, = bubble radius

Though the model used to develop Efj) does not explicitly R, = gas constant

consider the effect of ionic strength, it does include it indirectly T = temperature

through the dependence of surface tension of salt solutions on » = number of ions produced upon dissociation
their ionic strength. The increase of surface tension caused by o = surface tension

dissolving a strong electrolyte in water is largely due to the repul-
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The Effect of Dissolving Salts in
Water Sprays Used for Quenching
a Hot Surface: Part 2—Spray
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e-mail: chandra@mie. utoronto.ca The effect of adding one of three salts (NaCl,,[S&, or MgSQ,) to water sprayed on

a hot surface was studied experimentally. A copper test surface was heated to 240°C and
Susan McCahan guenched with a water spray. The variation of surface temperature during cooling was
recorded, and the surface heat flux calculated from these measurements. Surface heat flux
during cooling with pure water sprays was compared with that obtained using salt solu-
tions. Dissolved NaCl or Nz O, increased nucleate boiling heat transfer, but had little
effect on transition boiling during spray cooling. Mgg@creased both nucleate and
transition boiling heat flux. Enhanced nucleate boiling was attributed to foaming in the
liquid film generated by the dissolved salts. MgS@oduced the largest increase in
nucleate boiling heat transfer, N& O, somewhat less and NaCl the least. A concentra-
tion of 0.2 mol/l of MgS@ produced the greatest heat flux enhancement; higher salt
concentrations did not result in further improvements. During transition boiling particles
of MgSQ, adhered to the heated surface, raising surface roughness and increasing heat
transfer. Addition of MgS@®reduced the time required to cool a hot surface from 240°C
to 120°C by an order of magnitudelDOI: 10.1115/1.1532011
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Introduction Though dissolved salts enhanced the boiling of individual water
oplets, it was still not clear whether they significantly improve

ray-cooling efficiencies. We undertook the present study to de-
mine whether dissolving a salt in a water spray would influence

- h - . %RE rate at which it quenched a hot metal surface. A hot copper
reactors, and cooling of electronic equipment. In heat-treating pr9;j tace was rapidly cooled using a spray of either pure water or

cesses, rapid quenching to room temperature is used to CONUQY go|ytion. The surface temperature varied from 240°C to 95°C,
solute precipitation in alloys, enhancing both hardness agd that we observed all regimes of heat transfer including film
strength. o _boiling, transition boiling, nucleate boiling, and forced convec-
Much recent research has focused on finding methods of igjgp. Experiments were done with the three saNsCl, NaSO,
proving the effectiveness of spray cooling. It has been establishggly MgSQ) that had earlier been used in the single droplet study
that dissolving surfactants in the spray water, which promofa]. we measured the transient temperature distribution in the cop-
bubble nucleation and foaming, enhances heat transfer. Qiao @l substrate as it cooled, and calculated the surface heat flux. We
Chandra[1] reported that adding surfactants to water sprays caaried the water mass flu®.5 or 3.0 kg/ms), mean impact ve-
increase nucleate boiling heat flux by up to 300 percent, and Jigity of droplets(17 to 23 m/s), and salt concentrati(®.01 to
and Qiu[2] confirmed this finding. But little is known about the0.4 mol/l).
effect of other dissolved substances, such as gases or salts, on the
cooling effectiveness of water sprays. .
In two earlier studie$3,4] we studied the effect of dissolving Experimental Method
either gases or ionic salts on the boiling of water droplets depos-Figure 1 shows a schematic diagram of the apparatus built to
ited on a hot stainless steel surface. We found that dissolved caxeasure surface temperature during spray cooling. The apparatus
bon dioxide had little effect on droplet boiling: the gas came owas a modified version of the one used by Qiao and Charidra
of solution and escaped almost immediately after droplets comad has been described in detail elsewljie The main compo-
tacted a hot surfade]. Dissolved salts, however, prevented coalents of the system were: a water delivery system, a spray nozzle,
lescence of vapor bubbles in a boiling droplet, produced foamiggheated copper test surface, and a data acquisition and control
and significantly reduced droplet lifetini8,4]. The effectiveness system to record surface temperature.
of any particular salt in enhancing boiling was a function of its The turbine pumpgCT9755, Burks Pumps, Pique, Qbupplied
ionic strength: sodium chloridéNaCl) produced little change water throu_gh stainless steel tubing and valves to the spray nozzle.
whereas sodium sulfate (BBO,) and magnesium sulfate Only a portion of the total flow delivered by the pump was actu-
(MgSO4) greaﬂy reduced drop|et evaporation t|me On'y Smaﬂ.”y Supplled to the nOZZIe, Wh||e any excess was re'C|rCU|ated
concentrations of these salts:0.1 mol/l) were required to en- through a bypass valve back to the supply tank. The mass flow
hance heat transfer; greater amounts of solute decreased the vEg§yOf water supplied to the nozzle was measured by a flow meter
pressure of water and therefore the droplet boiling rate. (GF1360, G_llmont Instruments, Barn_ngt_on,)llulth a resolution
of £1 ml/min, and controlled by adjusting a needle valve. The
Contributed by the Heat Transfer Division for publication in tf@JBNAL OF nozzle inlet pressure was adjusted using a pressure regutor

HEAT TRANSFER Manuscript received by the Heat Transfer Division February 27,A3 Watts REQUIator Groups, North Andover, M'an.d measured
2002; revision received October 7, 2002. Associate Editor: D. B. R. Kenning. ~ with a digital pressure gaug®MEGA DPG-500 with an accu

Liquid sprays are used to cool hot objects in many industri%
processes. Typical applications are found in continuous casti
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Fig. 1 Schematic diagram of experimental apparatus for spray cooling

racy of £7 kPa. The spray nozzle was located normal to artd 0.4 mol/l of solute. Fresh salt solutions were prepared before
directly above the center of the upward facing test surface.  each experiment by weighing and dissolving the selected salt in
Two commercial full cone nozzle@Unijet TG 0.6 and 0.7, distilled water.

Spray Systems Co., Wheaton) lere used in this study to obtain The test surface was the flat end of a 25.4 mm diameter copper
two different mass fluxes at the surface: 0.5 and 3.0 kg/ffhey cylinder, electroplated with a 1@m thick coating of nickel to
provided uniform coverage over the test surface. The mean veloginimize corrosion. The bottom of the cylinder was bolted to a
ity of spray droplets impinging on the test surface was estimatééated copper block that housed two 500 W cartridge heaters.
from the following correlation developed by Ghodhane and HoFour 0.5 mm diameter chromel-alumel thermocouples were in-

man[6] and extended by Qial¥] serted into holes drilled 6.35 mm apart along the axis of the cop-
per cylinder, with the first thermocouple positioned 0.4 mm below
20p 120 1/2 the test surface. High thermal conductivity paste was applied to
Up=| U2+ > pdos 2gh (1) the thermocouples to ensure good contact between the copper sur-
05

face and the thermocouple bead.

The test surface was cleaned prior to each experiment by wash-
The second term dominates the right hand side of(Egneglect- ing it first with acetone and then with distilled water. It was heated
ing the other three produces an error of less than 1 percent. §€240°C by regulating the power to the heating cartridges. Then
droplet impact velocity was controlled by adjusting nozzle preshe pump was switched on while a plastic plate was held in front
sure alone. Three nozzle pressures were used in the present siidihe test surface to shield it from the spray. Once the nozzle
(138, 207 and 276 kPap obtain mean droplet velocities of 17, pressure reached a steady value, the power to the heaters was
20, and 23 m/s. turned off and the plastic plate was removed to allow water from

The spray mass flux was measured by replacing the test surfggge nozzle to quench the test surface. The test surface took be-
with a section of copper tubing with the same internal diameter ageen 5 s to 300 s, depending on spray parameters, to cool from
the surface and recording the volume of water flowing into the40°C to 95°C. Temperatures measured by the thermocouples
tubing in a known period of time. The measurement was estimat@@re continuously recorded using a digital data acquisition sys-
to be accurate withint4 percent. The mass flux of water at theem. Photographs of the test surface at selected temperatures were
test surface was kept constant while changing nozzle pressuretiijen using a 35 mm camera, which was driven by the data ac-
raising or lowering the spray nozzle relative to the surface. quisition and control system.

The Sauter mean diametedsf) of droplets in the sprays, ob- = Only transient quenching tests were done in this study. Previous
tained from the manufacturer, was approximately 0.2 mm. Additudies[1] have shown that boiling curves obtained from transient
tion of the low concentration of salt®.06—0.4 mol/llused in our spray cooling tests are almost identical to that determined from
tests changed the density, viscosity, and surface tension of wajgfady-state measurements.
by less than 1 percefi8], and therefore did not affect the spray
pattern. We did not find any difference between the measured
mass flux of pure water or salt solution sprays for the same spray
settings. Previous researd®,10] has shown that even large . .
changes in Sauter mean diamefierthe range 0.2 to 1 mnhas Results and Discussion
little effect on spray cooling. Therefore, any observed difference Figure 2 displays typical temperature measurements made dur-
in heat transfer from a hot surface to a pure water or salt solutiorg spray cooling of a surface using pure water with a mass flux
spray can be attributed to the effect of the dissolved salts on ting=0.5 kg/nfs and mean droplet velocity,= 20 m/s. The tem-
boiling process rather than any change in droplet size or distribperature variation recorded by each of the four thermocoufles (
tion. to T,) is shown. Prior to spray cooling, the test surface was heated

Experiments were done with sprays of pure water and solutiotts a constant temperature of 240°C. Heat conduction within the
of NaCl, NgSQ,, and MgSQ. Most tests were done with salt copper cylinder was high enough to give an almost uniform tem-
solutions containing 0.06 mol/l of additive, a concentration thaterature profile along its centerline. The temperature difference
had previouslyf4] been found to maximize the evaporation rate abetween the top thermocouple and the bottom one was less than
single droplets. Other tests to ascertain the effect of varying safC at the start of cooling, and increased during quenching to
concentration were done using MgS6bolutions containing 0.01 approximately 10°C. The temperature measured by the thermo
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cooling using pure water with mass flux
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couple closest to the surface dropped from 240°C to 100°C
s, during which the bottom one dropped fro

approximately 250
240°C to 110°C.

Surface heat flux during spray quenching was calculated fr
temperature measurements such as those in Fig. 2 using the
quential function specification method to solve the inverse he3lf
conduction probleni2]. The surface temperature was determin

m,;=0.5 kg/m?s and
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Fig. 4 The effect of dissolved salts on heat transfer during
spray cooling with 0.06 mol /I concentration salt solutions.
Spray mass flux m;=0.5 kg/m?s and mean droplet velocity U,
=20 m/s.

l%iling where a thin vapor layer blanketed the surface, insulating
il and reducing surface heat flux to a relatively low valug (
~0.03 MW/n?). Better liquid-surface contact was obtained in the

om

tgaglsition boiling regime (140°€T,,<220°C); heat transfer in-
ased significantly, reaching a maximum at the critical heat flux
int (9q"=0.26 MW/n?). Heat transfer decreased rapidly with

by assuming one-dimensional heat conduction within the t uther reduction in surface temperature in the nucleate boiling

block. Error analysis showef] the calculated heat flux to be

regime (105°C<I,<140°C). Once the surface temperature be-

accurate to within 10 percent, with the largest errors occurring §@Me 00 low T,,<105°C) to sustain bubble nucleation, CO(B"”Q
the start and the end of cooling where the relative magnitude §gS due to single-phase forced convection along” (

heat flux was small.

<0.05 MW/n?).

Figure 3 shows the variation of heat flux and surface tempera-Plotting surface heat fluxy(’) as a function of surface tempera-
ture during spray quenching with pure water, calculated from tiigre (T,,) gives the boiling curve for spray cooling. Figure 4
temperature measurements of Fig. 2. As the surface temperatshews the boiling curve for a water spray with, =0.5 kg/nfs
decreased the mechanism of heat transfer changed, passing andU,,=20 m/s. Similar boiling curves for sprays of 0.06 mol/l
cessively through four different regimes. At the highest surfacm®lutions of NaCl, NgSO, and MgSQ, with the same mass flux
temperaturesT,,>220°C) spray droplets were in a state of filmand mean droplet velocity, are also shown in Fig. 4. All three salts

260 0.30
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40.25 E
o 220 =
= e
& 200 1020 =,
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g Jo1s
5 160[ =
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Fig. 3 Calculated surface heat flux and temperature obtained
from interior temperature measurements during spray cooling

using pure water with mass flux
droplet velocity U,,=20 m/s

Journal of Heat Transfer

m,=0.5kg/m?2s and mean

enhanced nucleate boiling heat transfer and critical heat flux. The
increase was greatest for MggGCsomewhat less for N8O, and

least for NaCl; previous experimeri#] had established the same
ranking for the effectiveness of these salts in enhancing heat trans-
fer to single droplets on a hot surface. 88, and NaCl had little
effect on the temperature at which CHF occurred and on transition
boiling heat transfer, whereas Mgg@creased both.

Examination of photographs of the surface taken during
quenching showed that dissolving a salt in the spray water had
two visible effects. First, it produced foaming during nucleate
boiling of the thin liquid film on the test surface. Foaming was
noticeably more pronounced in p8O, and MgSQ solutions
than in the NaCl solution, producing greater surface cooling. Sec-
ondly, during transition boiling of MgSQsolution some salt pre-
cipitated onto the test surface. Patches of deposited salt, each sev-
eral millimeters in diameter, were clearly visible on the surface for
T,<180°C. When cleaning the test surface it was found that
these particles adhered quite tenaciously,®@ and NaCl,
which have a much higher solubility than Mg$@8], did not
accumulate on the surface. The deposited Mgf@rticles effec-
tively increased the test surface roughness, enhancing surface heat
flux. During transition boiling the salt particles broke through the
vapor layer insulating the heated surface and increased direct
liquid-solid contact, while in nucleate boiling they provided
bubble nucleation sites. Greater surface roughness also shifted the
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Fig. 5 The effect of dissolved salts on heat transfer during Fig. 6 The effect of dissolving 0.06 mol /I of MgSO , in water
spray cooling with 0.06 mol /I concentration salt solutions. used for spray cooling at three different droplet velocities: 17

szfgy mass flux m=3.0 kg/m?s and mean droplet velocity ~ Un, s, 20 m/s, and 23 m/s. Spray mass flux  m,=3.0 kg/m2s.
=20 m/s.

Fig. 7). At higher surface temperature$, (>210°C) dissolved
onset of transition boiling, and therefore the critical heat flux, to galt particles deposited on the heater surface, increasing its rough-
higher temperaturg170°C for MgSQ solution compared to ness. The salt particles disrupted film boiling of droplets and en-
150°C for pure water Surface roughness is known to greatlyhanced heat transfer. Surface heat flux therefore continuously in-
influence the critical flux during spray coolifd@2]. creased with salt concentration.

Dissolved salts were equally effective in enhancing heat trans-Figure 8 shows the variation of critical heat flux with concen-
fer when liquid mass flux was increased. Figure 5 shows the bditation of MgSQ. The critical heat flux increased from 1.6
ing curve for quenching with pure water and salt solutions with MW/m? for a pure water spray to a maximum value of approxi-
spray mass flux of 3.0 kgfs. All three salts enhanced heat transmately 2.9 MW/n? when a 0.2 mol/l solution of MgSpwas
fer and their relative effectiveness was in same order as previousied. Further increases in salt concentration resulted in the critical
observed am;=0.5 kg/nfs. In this case, however, Mgg@lid heat flux being diminished.
not increase the temperature at which critical heat flux occurred,Enhanced heat transfer due to dissolved salts can greatly reduce
unlike what was observed at the lower mass flsee Fig. 4). At the time required to quench a surface with a water spray. Figure 9
this high spray mass flux the surface was flooded with water agfows the variation of surface temperature during the cooling of a
salt particles did not precipitate on the surface. The only effect sfirface with a water spray witm =3.0kg/nfs and U,
the dissolved salts was to promote foaming in the boiling water20 m/s. When quenching with pure water the initial cooling rate
film.

Increasing the nozzle pressure, and therefore the mean droplet
impact velocity in the nozzle, increases spray cooling heat transfer 3.0
[1,9]. Dissolved salts further enhanced heat transfer at all droplet
velocities in our tests. Figure 6 shows measured heat flux for pure i o Vv

v <
water and MgS@ solution (0.06 mol/l) at three different droplet 25 OOVZA & A 4 v
velocities: 17 m/s, 20 m/s, and 23 m/s. Comparison of the boiling & = gm 4 ve
curve for pure water with that of the salt solution at each velocity E gxl a v

shows a significant increase in heat transfer at all temperatures. E 2.0

All the results reported in this paper so far were those from tests < ¢ A v
done using salt solutions with a solute concentration of 0.06 mol/l. = -"".'.::' °
We also did experiments to investigate the effect of varying salt & 15 F ¢ 3 D.:.Ouo A v
concentration. Figure 7 shows boiling curves for MgS0lution = Doo ©
sprays with concentrations varying from 0.01 mol/l to 0.4 mol/l. E E',f A .
Surface heat flux increased with salt concentration for all tempera-'g 1 o o 0.00 mol/l 9 o
tures, until the concentration exceeded 0.2 mol/l. Further raising & o 0.01 mol/l © & .
the concentration to 0.4 mol/l reduced the heat transferT{pr 2 A 0.06 moll 2 ©
<210°C; at higher temperatures, where droplets were in transi- ¢ 5 . 4 o
tion boiling, heat flux continued to increase with salt concentra- ®  0.2moll
tion. v 04 mol/l

Experiments on the nucleate boiling of single droplets of salt 0.0 ! L L . L L
solution placed on a stainless steel surfaeshowed that there is 100 120 140 160 180 200 220 240

an optimum salt concentration that minimized droplet lifetime. surface temperature("C)

Increasing the amount of dissolved salt further reduced the vapor

pressure of water and decreased the rate of droplet boiling. Guij. 7 The effect of varying salt concentration on heat flux
spray cooling data followed the same trend: a concentration of @ring spray cooling with MgSO , solution. Spray mass flux
mol/l of MgSO, maximized nucleate boiling heat transfesee m;=3.0 kg/m?2s and mean droplet velocity ~ U,,=20 my/s.
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Fig. 8 The effect of dissolved salt concentration on critical
heat flux during spray cooling with MgSO  , solution. Spray
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Conclusions

We conducted experiments on the effect of dissolving one of
three saltgNaCl, NSO, or MgSQ,) in water sprays used for
cooling of a hot surface. The results were compared with those
obtained using pure water sprays. Dissolved NaCl oy9@ in-
creased nucleate boiling heat transfer, but had little effect on tran-
sition boiling during spray cooling. MgSQncreased both nucle-
ate and transition boiling heat flux. Enhanced nucleate boiling was
attributed to foaming in the liquid film generated by the dissolved
salts. MgSQ produced the largest increase in nucleate boiling
heat transfer, N8O, somewhat less and NaCl the least. This
ranking of effectiveness corresponded to that previously observed
for single droplets of water boiling on a hot surfded. A con-
centration of 0.2 mol/l of MgS@produced the greatest increase
in heat flux; higher salt concentrations did not result in further
improvements. During transition boiling particles of Mgséd-
hered to the heated surface, raising surface roughness and increas-
ing heat transfer. Addition of salts can reduce the time required to
cool a hot surface from 240°C to 120°C by an order of magnitude.
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was relatively slow because spray droplets were in film boiling
and rebounded off the surface after impact. It took 8 s for the
surface temperature to decrease from 240°C to 210°C. Below tRi$)menclature

temperature surface heat flux increased greatly and it took only an
additional 2 s for the surface to cool to 120°C. Dissolving a very dgs
small amount of MgS®@(0.01 mol/l)in the water did not have a  d3,
measurable effect on the spray cooling rate, but adding 0.06 mol/l g
of salt significantly enhanced heat transfer: it tookydhis to cool hy
the surface from 240°C to 120°C. When salt concentration was My
increased to 0.4 mol/l surface heat flux was high even whgn Ap
>210°C(see Fig. 7), and there was no longer an initial period of q

mass median diameter, m

Sauter mean diamet€¢8MD), m
acceleration due to gravity, /s
height of nozzle above surface, m
spray mass flux, kg/fs

pressure drop across nozzle, N/m
surface heat flux, W/

slow cooling. It took only abaul s to quench the test surface t =

down to 120°C.
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Fig. 9 The effect of salt concentration on surface temperature
variation during spray cooling with MgSO  , solution. Spray
mass flux m;=3.0kg/m?s and mean droplet velocity U,
=20 m/s.
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time, s
Tmax = Surface temperature at the critical heat flux

w = surface temperature, °C
mean droplet impact velocity, m/s
= upstream velocity of the nozzle and relative velocity
of the droplet to the test surface, m/s; initial droplet
velocity, m/s

Greek Symbols

p = density, kg/m
o = surface tension, N/m

References

[1] Qiao, Y. M., and Chandra, S., 1998, “Spray Cooling Enhancement by Addition
of a Surfactant,” ASME J. Heat Transfet20, pp. 92—-98.

[2] Jia, W., and Qiu, H. H., 2001, “Experimental Investigation of Droplet Dynam-
ics and Heat Transfer in Spray Cooling,” Proceedings of the 35th National
Heat Transfer Conference, Paper NHTC2001-20109.

[3] Cui, Q., Chandra, S., and McCahan, S., 2001, “The Effect of Dissolving Gases
or Solids in Water Droplets Boiling on a Hot Surface,” ASME J. Heat Transfer,
123, pp. 719-728.

[4] Cui, Q., Chandra, S., and McCahan, S., 2002, “The Effect of Dissolving Salts
in Water Sprays Used for Quenching a Hot Surface. Part 1: Boiling of Single
Droplets,” ASME J. Heat Transfer, submitted.

[5] Cui, Q., 2001, “The Effect of Dissolving Salts or Gases in Water Sprayed on
a Hot Surface,” Ph.D. thesis, University of Toronto, Toronto, ON, Canada.

[6] Ghodbane, M., and Holman, J. P., 1991, “Experimental Study of Spray Cool-
ing With Freon-113,” Int. J. Heat Mass Trans84, pp. 1163-1174.

[7] Qiao, Y. M., 1996, “Effect of Gravity and Surfactant on Spray Cooling of Hot
Surfaces,” Ph.D. thesis, University of Toronto, Toronto, ON, Canada.

[8] Zaytsev, I. D., and Aseyev, G. G., 199Rroperties of Aqueous Solutions of
Electrolytes CRC Press, Boca Raton, FL.

APRIL 2003, Vol. 125 / 337

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[9] Mudawar, 1., and Valentine, W. S., 1989, “Determination of the Local Quench[11] Beck, J. V., Litkouhi, B., and St. Clair, C. R., Jr., 1982, “Efficient Sequential

Curve for Spray Cooled Metallic Surfaces,” Journal of Heat Treatifigop. Solution of the Nonlinear Heat Conduction Problem,” Numer. Heat Transfer,
107-121. 5, pp. 275-286.

[10] Yao, S. C., and Choi, K. J., 1987, “Heat Transfer Experiments of Mono-[12] Pais, M. R., Chow, L. C., and Mahekey, E. T., 1992, “Surface Roughness and
Dispersed Vertically Impacting Sprays,” Int. J. Multiphase FId&(5), pp. Its Effects on the Heat Transfer Mechanism in Spray Cooling,” ASME J. Heat
639-648. Transfer,114, pp. 211-219.

338 / Vol. 125, APRIL 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
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~ | Flux During the Solidification
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Multiphase fluid flow involving solidification is common in many industrial processes such
as extrusion, continuous casting, drawing, etc. The present study concentrates on the
study of air gap formation due to metal shrinkage on the interfacial heat transfer of a
continuous casting mold. Enthalpy method was employed to model the solidification of
continuously moving metal. The effect of basic process parameters mainly superheat,
withdrawal velocity, mold cooling rate and the post mold cooling rate on the heat transfer
was studied. The results of cases run with air gap formation were also compared with
those without air gap formation to understand the phenomenon comprehensively. The
current study shows that there exists a limiting value of Pe above which the effect of air
gap formation on the overall heat transfer is negligibleDOI: 10.1115/1.1560146

Keywords: Heat Transfer, Interface, Melting, Solidification

Introduction tion, as well as numerical oscillations about the true response as

ointed out by Namburu and Tamra]. Finite difference meth-

ds were traditionally employed for analyzing the phase change
blems, but lately, numerical analysts are focusing more on fi-

Thermal transport phenomenon plays an important role in egu
gineering applications especially in manufacturing processes s

as continuous casting, optical flb_er c_irawmg_, hot rolllng_, metglie element analysi§FEA) due to their inherent advantages in
wire drawm_g, etc. Continuous casting is a rapidly dev_eloplng fie ndling the evolution of latent heat. By employing finite ele-
and has gained prime importance in the manufacturing of ferropf s in conjunction with numerical integration, a reasonable ac-
and non-ferrous slabs. A substantial amount of steel is producggtacy can be obtained for sufficiently smooth variations of the
by continuous casting every year. In a typical continuous castiective heat transfer capacifg]. In this research the enthalpy
process, superheated metal enters an open ended metal mold Wagd fixed grid method has been employed to model the thermal
tundish and a nozzle. The metal is cooled due to heat exchaqg@hsport accompanied by solidification.
W|th the W&}ter-cooled m0|d AS.the metal She” fOI’mS,.It IS Con- Severaj parameters governing the process need to be studied
tinuously withdrawn from the exit of the mold through pinch roll-carefully in order to streamline the continuous casting process.
ers. Lubrication is provided with the help of mold flux, whichTypical parameters include superheat temperature, withdrawal ve-
prevents the liquid metal from sticking to the mold wall. On eXitlocity, mold cooling rate and post-mold cooling rate. Metal
the metal shell is subjected to spray cooling before finally beinghrinkage leads to the development of an air gap at the metal mold
cut off by a gas torch. Serious problems are encountered duripgerface causing a formidable decrease in the heat transfer rate.
continuous casting if the process parameters are not carefully gap at the metal-mold interface results in decreased contact
monitored and controlled. The heat extraction rate and the witBenductance, thus decreasing the overall effective heat transfer
drawal speed are critical and can lead to breakout without propette. This leads to higher mold temperatures and lower heat trans-
control. Breakout is a serious condition where the metal shédr efficiency. Mold heat transfer is governed by the size of the
formed cannot withstand the ferrostatic pressure of the liquid cogap separating the solidifying shell from the wall of the cooling
due to insufficient shell thickness. The solid metal breaks, spillingold and the properties of the flux which infiltrates the gap. Ap-
out hot liquid metal leading to formidable damages and repairsplication of inverse techniques was one of the common methods
Numerical modeling of continuous casting dates back almassed to quantify the contact conductance at the metal mold inter-
five decades. Primarily two numerical approaches have befce. Inverse techniques are usually used to back calculate the
adopted to solve this problem; one is the moving grid techniqireat transfer coefficient when the temperature profile is known.
and the second is the fixed grid technique. The fixed grid techlechanism of heat transfer at a metal mold interface was studied
nique takes care of the latent heat evolution by introducing noy Ho and Pehlkd2] for ingot casting. A numerical procedure
linearities in the specific heat or enthalpy of the material, wherea¥as also presented which was based on the non-linear technique
the moving grid technique involves the change of grid points witaf Beck[3] and an implicit formulation of the enthalpy method.
time. The fixed grid method is easy to implement whereas tAdree different mechanisms were expected to affect the transition
moving grid method is more accurate but difficult to implemen®f & metal-mold solid contact to an interfacial gap, namely, sur-
Phase change problems are highly non-linear due to the preseﬁ’é‘@ interaction Qf the metal and the mold, transformation of metal
of a boundary(solidification fron} across which the properties@nd mold materials and effects of the geometry. Huang gtal. -
vary like a Diracé-type behavior. In such problems, the numericadpresented the conjugate gradient method for the inverse solution
simulations for the temperature history and/or the location of ti@ determine unknown contact conductance during metal casting.

solidification front result in either overprediction or underpredicThe advantage of the conjugate gradient method was that there
was no need to assume a specific functional form over the specific

Contributed by the Heat Transfer Division for publication in th®URNAL OF domain. Ho[5] has characterized the metal mold interface heat

HEAT TRANSFER Manuscript received by the Heat Transfer Division May 2, 2002,transfer in continuous casting of slabs. A continuous CaSting
revision received October 28, 2002. Associate Editor: C. Amon. model was formulated based on a spreadsheet program. This
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nomenon. A relationship characterizing the temperature depen-
dency of mold flux viscosity was introduced and incorporated in vy
the fluid flow equations for liquid mold flux. Isaac et g.] simu-
lated the solidification of aluminum in cast iron mold using ex-  Pre-mold
perimental values of air gap.

Investigators like Blackwell and Ockendgii], Chidiac et al.
[8], DeBellis and LeBea[9], Kang and Jalurif10], have carried
out numerical investigation of continuous casting process using
the enthalpy method which has been widely used in phase change
problems. Metal-mold heat transfer has been studied by several
other investigators like Kim et aJ11], Piwonka and Berry12], L,
Ho and Pehlkd13], Droste et al[14]. Recently several investi-
gators like Holzhauser et 4f15], Stone and Thom446]and Cho |
et al. [17] have performed experimental investigations on the /
mold-metal thermal resistance due to mold flux. Various expres- Mold
sions for evaluating metal-mold heat transfer coefficient have
been compiled by Brimacombe et L8] which take into account L
factors like chill properties, transient effects and conjugate heat 4
transfer.

Although a lot of information is available on the metal-mold >
interface heat transfer for metal ingot castings, where the inverse tw
solution was attempted, no data could be found regarding the
same in continuous castings for pure metals. Extensive studies
have been conducted to include all kinds of process parameters L
but at the expense of computational time and space. Thus, the
process of continuous casting entails efficient and simple models  Post-mold
to simulate the phenomena realistically. Simplified formulations
have to be explored and their results compared, to benchmark the
adequacy of the models. The present method is simple as it em-
ploys linear 1D conduction to model the air gap formation to A
account for metal-mold contact conductance. The details of this Y
method are shown at a later section. A finite element method was
used to simulate the 2D solidification process coupled with con- Exit
jugate heat transfer during continuous casting. Conduction and X
convection were the primary modes of heat transfer. Origin W

model was coupled with the interface model to integrate the phe- Inlet - Centerline
i

L;

v

Mathematical Formulation Fig. 1 Problem domain in terms of dimensional parameters

Figure 1 shows the geometry of the present numerical investi-
gation. Aluminum was chosen for the cast material while the mold . .
material was copper. The pre-mold region was assumed to be P& Same in both the phases. However, shrinkage was calcu-
insulated whereas the mold surface and the post mold region was |atéd based on the linear coefficient of expansion of the ma-
subjected to convective heat transfer. Aluminum was modeled as, teral- _ . .
Newtonian incompressible fluid with Boussinesq approximation. 4 Materials were considered homogeneous and isotropic.
The fluid flow was assumed to be laminar and two-dimensional, > Material properties were constant within individual phases.
The symmetry of the problem allowed for modeling half of the 6 Viscous work and dissipation are neglected. i,
domain for computational purpose. The left half of the domain /- N the phase transition zon&{), the thermal conductivity
was modeled and a transient algorithm was used. The post mold ©f the domain is equal to the thermal conductivity of the

wall exit was taken as the origin. An aspect ratio=®0 was used solid phase. Phase transition zone is the temperature differ-
in the present research. Various mold parameters shown in Fig. 1 €NC€ over which the evolution of latent heat takes place and
were,Ls/L=0.5,L,/L=0.1, andt,,/W=0.25. is explained later.

A commercial finite element code called Ansyi] was used Based on these assumptions the governing equations can be ex-
for the numerical investigation. A user routine was developed {gessed as follows.

include multiphase fluid flow accompanied by solidification. The o )
user routine was validated with analytical and experimental infor- Continuity Equation.

mation to gain confidence. The ultimate objective was to study the IV, aVy)
effect of air gap formation on the interfacial heat transfer. So, the X Y0 1)
original algorithm was modified to include interfacial heat resis- 28 ady

tance to model the air gap formation. Numerical simulations were

conducted on a Silicon Graphics INGGI) Origin 200 server. Momentum Equations. The momentum equations in the

andy directions, commonly known as the Navier-Stokes equa-
Governing Equations. The following assumptions were tions, govern the fluid flow and are given by:

][gﬁde to simplify the current study involving conjugate heat trans- N, Ly N, Ly N, 9P N PV, N Fava X
- N o - . P TP V= T et G T | D)
1. The fluid is Newtonian, incompressible with Boussinesq ap- ) 5

proximation. Ny, v My, My P IV TV
2. The fluid flow is laminar in the liquid region. Poar TPV TPy T T oy T TaxE T a2
3. There is negligible change in the density with change in
phase. For numerical purposes, the density was assumed to +pgyB(T—T.) (3)
340 / Vol. 125, APRIL 2003 Transactions of the ASME
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Interface Heat Flux Model Formulation. In the present re-
p_E P F search, the air gap was modeled in terms of appropriate heat re-
- luquidl E— luquidl sistance. Figures(a) and_(b) display the n_1agnified sI_<etch of the _
b, ———) j— mold where thg heat resistance due to air gap was incorporated in
—*C F ! by ok ! terms of effective convective heat transfer coefficigtig) on the
= E— vertical face of the mold. The air gap which forms at the interface
Ho 3 Mo — (Fig. 2(b)) is modeled by applying an effective heat resistance.
— — ‘ This equivalent heat resistance is incorporated by changing the
B4 1 / A |u ' convective coefficient on the vertical mold surface. It is to be
sid Solidification Front Solid noted that the effective heat transfer coefficigfty, which is
l l Air Gap l l less than mold cooling ratdng), is applied on the vertical surface
of the mold that corresponds to the length of the air gap and is

shown in Fig. 2(a). Thus, the heat transfer on the vertical face of
(@ (b) the mold is governed by the effective heat transfer coefficient
(Hex) and the mold cooling ratehg). Assumptions in the formu-
lation of the interfacial gap, based on the findings of Rg24,
[13], are as follows:

Fig. 2 (a), (b) Effective heat transfer coefficient formulation

1. Shrinkage of the solid metal is uniform based on an average

Energy Equation. temperature; the shape of the air gap is uniform and continu-
ous.

c aT v aT v aT| T 9T 4 2. The physical dimensions of the air gap formed are small

Pl o TV Yoy |~ W+0—y2 “) enough to neglect their effect on the thermal transport due to

o ) the change in the shape of the domain.
The energy equation is the thermal transport equation. As stated, Heat flow in the gap is by pure conduction.

earlier, the density of the liquid is constant throughout the domain

but subject to the Boussinesq approximation and the specific héaghould be noted here that although convection may have some
and the thermal conductivity are evaluated according to their réffect at the gap, it is neglected to keep the current model trac-
Spective phases in the domain. The momentum equation t@le At this time it is not known the effect of neglecting the
coupled with the energy equation. In the liquid region, both m&onvection at the interface gap. One possibility is to have less
mentum and energy equations are solved Simu|taneous|y to deﬁqudification than the actual process. Future work is Underway to
mine the temperature field. In the solid phase Xt@omponent of study the effect of convection. _ _
velocity is set to zero while the withdrawal speéglis substituted ~ Referring to Fig. 2 and equating the resistances from the first
for the Y velocity component. Thus, the only governing equatiofinciple, the following expression for effective heat transfer co-
in the solid phase is the energy equation. The solidification froffficient can be obtained

position was identified by comparing the nodal temperature with K. -h
the solidification temperature of the material. If the solidification Heo= L) (10)
front passed between two nodes then linear interpolation was used Kairt Xgap' D2

to determine its exact position. The boundary conditions are Cor gap width is calculated based on the two-dimensional metal

vection on the mold surfaces (Biand the post mold region shrinkage in the mold region. Metal shrinkage can be calculated
(Bi3), superheat temperature at the inlép), zero axial thermal 35 follows:

gradient at the exit and insulated pre-mold. The metal was as-

sumed to enter and exit the mold with withdrawal speed whereas AA

X (11)

no slip boundary condition was applied on the wall. gaP_L_m
A physical quantity, namely enthalpy was introduced to handle
the solidification process. Enthalpy is defined as the integral of AA=A;-B-6T (12)
heat capacity with respect to temperature. Thus, whereA, =Area of the solidified metal in the mold regidArea
T AFRJl in Fig. 2(a))
H:J p-C(T)dT ®) AA=shrinkage area
To B=2-a, wherew is the linear coefficient of expansion
or equivalently, oT=temperature difference(T g~ Ts)
Tag=average temperature of the solidified region
d_H_ (T 6 Ts=solidification temperature of the material
dat (M ©) L,=the vertical length of the solid shell on the copper mold

L L ) wall, which is equal to the length of the segment AF in Fita)2
The derivative in the above equation is numerically averaged over

each element, from which the value o€ is obtained. Detailed derivation in this regard can be found in Gap2g].
The enthalpy method incorporates the latent heat in the specfiguation(10) incorporates metal-mold contact conductance due
heat of the material. to air gap formation and hence it is also representative of the
interface heat flux.
p-C(T)=p-Cq for T<T, (7)
. Numerical Procedure
p-C(T)=p-C*=p- (—h) for T,<T<T, (8) Due to the inherent symmetry of the model, half of the geom-
AT etry shown in Fig. 1 was used. A commercial code called Ansys
p-C(T)=p-C, for T>T, 9) [19]was used for the numerical exercise. The computational grid

comprised of non-uniform four noded elements and was denser
Here, T, andT, are the solidus and liquidus temperatures respegear the mold walls because of high temperature and velocity
tively, andAT is the difference between them. The energy equaradients. A user algorithm was setup to model the process of
tion was formulated using temperature but for solidification prazontinuous casting which was further modified to incorporate the
cess, enthalpy was incorporated using E&$through(9). interfacial heat transfer based on shrinkage. The flow diagram for
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3 T
. Solid Line: Present method
Start Time Ste ; S
Dashed Line: Siegel [21]
h a4 25l |
Identify Solid/Liquid nodes.
y . / Ste=0.4
Solve Momentum Equation in the Liquid region. r 1 =1.1,Pe/Ste=0.
A J15F 4
Solve Energy Equation Y
Liquid region : Use Velocity Vector solution | f————— 6o=1.5,Pe/Ste=0.4
Solid region : Use V=0 and Vy = U,.

1+ r

——_] 6=2.0,Pe/Ste=04
Calculate Area of Solidified Metal inside the mold. 05~ E

6=15,Pe/Ste=1.0
| Calculate Shrinkage, Air Gap width, Hr [ o - /

X
Fdeate Her for next time stepJ Fig. 4 Comparison of numerically obtained solidification front
positions with analytical results by Siegel [21]
Next Time Step Check a grid independency test. Two different grids were examined—
Convergence one with 2600 elements and the other with 5700 elements. The

grids were tested by running a stiff case with high values of pro-
cess parameters. It was found that the maximum temperature dif-
ference along the wall and the centerline was equal to 2 percent
and 1 percent respectively. Hence, the grid with 2600 elements
was used in the present study. Details in this regard can be found
in [20]. It should be noted here that Rgt1]was for solidification
process of a very slowly moving metal, and REI9] was for
stationary liquid metal. Interfacial heat flux was not considered in
these works. However, the objective here was to validate if the
current method can be used to solve solidification problems.

No

Fig. 3 Flow chart for the algorithm to incorporate effective
heat resistance due to air gap ) )
Results and Discussion

The objective of the present research was to study the effect of
the algorithm to model the effective air gap heat resistance at thie gap formation on different process parameters. Numerical in-
interface is illustrated in Fig. 3. The effective heat resistance wasstigation was performed to determine the effect of each param-
accounted for by changing the coefficient of convective heat
transfer on the outer surface of the copper mold. In each time step,
the effective heat transfer coefficient was calculated based on the g

formulation. The boundary conditiohl s, on the outer surface of 1=0529hr  1=0165hr  t=0077hr
the mold was then updated for the next time step. Time step was 7t
carefully controlled to avoid divergence due to inherent stiffness — Present method
of the problem. The following convergence criteria was used: 6F [0 Wolff and Viskanta [22]
n k k=1
“ﬁi — i | 5r

Convergence Monit@FE T
i=1 i

Yicm)
F-N

It represents the normalized rate of convergence for the degree
of freedom variables, namely temperature and velocity, using the 3}
currentkth iteration and the previou& { 1)th iteration. The con-

vergence monitor was set to 19for the current study. 2r
o
Code Validation. The present code and the user algorithm 1} ©
was validated by comparing the results, namely the location of the °
solidification front, with analytical results by Sied&ll] and ex- 0 ; - . 8 9
perimental data by Wolff and Viskanf22]. As seen from Figs. 4 0 1 2 3 X‘tcm)

and 5, the results obtained by the present method are in good

agreement with the published analytical results and experimenta. 5 Comparison of numerically obtained solidification front
data. The accuracy of the present method was further validatedgagitions with experimental data by Wolff and Viskanta [22]
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Fig. 7 Effect of withdrawal speed on non-dimensional local
heat flux on the wall for 6,=1.2, Bi,=0.02, Bi;=0.05

0o=1.2, BL=0.02, B;=0.05, Pe=1, 1.2, 1.5, 2.0, 2.5 is shown

5 5 in Fig. 7. In the upstream direction there is a sharp drop in the heat
flux from Y* =18 (the entry of mold regionjo the point of in-
ception of the solidification front. The local heat flux remains
almost constant from the solidification front position on the wall
till the mold exit (Y*=0). In part of the mold region (:0Y*
=<18), depending of the value of Pe, lower values of local heat
flux along the wall are observed. This can be attributed to the air
gap formation as it leads to higher thermal resistance or lower
0 0 contact conductance. Af* =10, the flux increases as the metal
exits the mold where the air gap ceases to exist. The discontinuity

0 x*1 0 x*1 in the curves atYy* =10 is due to the change in the boundary
(@) (b) condition at the mold exit (B Bis). Figure 8 shows the varia-
tion of wall temperature versié*. The slope changes abruptly at
Fig. 6 Effect of withdrawal speed on solidification front: (8 Y*=18 as a result of the change in the boundary condition from

0o=12, Bi;=0.1, Bi;=0.15; and (b) 6o=1.2, Bi,=0.02, Bis the pre-mold region* = 18 to 20)to the mold region Y{* = 10
=0.05. to 18). It can be seen from the figure that the wall temperature
increases with increase ivi*, i.e., along the upstream direction.
. . There was a noticeable change in slope of the temperature profile
eter, namely withdrawal spe¢&e), superheatt), mold cooling 4 v+ =10, which indicated higher mold temperatures, again due
rate (B,) and post mold cooling rate (8i. The ranges of param- 1 the increased heat resistance incurred by the air gap formation.

eters used in the present study were=Re-4, §,=1.2-3.0, B} A expected, higher Peclet numbers lead fo higher wall tempera-
=0.02-0.1, and B=0.05-0.15. The governing equations were

solved in terms of primitive variables and the results obtained
were non-dimensionalized with the help of various non-
dimensional parameters stated in the nomenclature. The pre-m * 14
was insulated whereas the Stefan numi&) was equal to 2.5
throughout the exercise. The cast metal and the mold were me
of aluminum and copper respectively. A few cases were also i
vestigated to compare the results of the interfacial model with tt
noninterfacial model, i.e., neglecting the effects of air gap form: 4,
tion.

Figure 6 shows the effect of withdrawal speed on the solidif
cation front position with air gap formation. The phenomenon ¢ ©°8
continuous casting is a transient one and hence as the Peclet n
ber (Pe)increases, the liquid metal has higher velocities and le:
time to cool and consequently the phase front moves down t
mold. The movement of the phase front is more prominent in Ca
(b) as compared to Casge), because Cagb) has relatively lower 04
cooling rates. Also, the slope of the front becomes steeper wi
increase in Pe, the steepest slope is exhibited at4fRe for 6,
=1.2, BL=0.1, B=0.15. For higher mold cooling rates, the ™ 2 4 6 8 0 12 14 16 18 20
position of the solidification front on the wall differs by small
magnitudes as compared to that with Cése No breakout con-
dition was observed, in spite of high values of Peclet number. Fig. 8 Effect of withdrawal speed on wall temperature for 0,

Variation of nondimensional local heat flux along the wall for=1.2, Bi,=0.1, Bi;=0.15

0.6
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Fig. 9 Comparison of solidification front positions for 6,=1.2, Bi,=0.1, Bi;

=0.15, (a) Pe=1.5, (b) Pe=2.0, (c) Pe=2.5, (d) Pe=3.0, and (e) Pe=4.0, Dotted
line: Without interfacial heat flux, Solid line: With interfacial heat flux.

tures due to the transient nature of the problem. Therefore, it caretal in the mold. In fact as seen in Figure(d0(6,=1.2, Pe

be stated that the average temperature of the system increases wietb, Bi,=0.02, B;=0.05), the solidification fronts for both in-

increase in Peclet number. terfacial and non-interfacial models are almost indistinguishable.
Figures 9 and 10 show the relative positions of the solidificationhis is because as the air gap width tends to zero, the value of the

fronts for 6p=1.2, B,=0.1, By=0.15, Pe=1.5, 2.0, 2.5, 3.0, 4.0,nondimensionalized heat transfer coefficiétit approaches the

and 6=1.2, B,=0.02, By=0.05, Pe=2.0, 2.5, respectively. Ingj, value which is prominently demonstrated in the present cases.

these figures the solid lines represent the results when interfaciferefore, it can be said that for a given set of parameters and

heat flux was considered. The dotted lines in the figures are cepnditions in the study of withdrawal speed, there exists a limiting

responding results without taking the interfacial heat flux into agz1ye of Pe above which the effect of air gap formation on the

count. It is to b(_a noted that _vvith increase in the air_ gap width the[R erall heat transfer is negligible.

is a decrease in the effective heat transfer coeffidiegt. Con- Figure 11 shows the local heat flux variation for different su-

i o . ) . . 3’erheat values. The air gap had a considerable effect on the local

tive to the initial cooling rate Bi. Lower heat extraction rate in non-dimensional heat flux for the case with=1.2, Pe=1.5

the_ r_n_old_means hotter fluid flows through the mold. Hence # i,=0.1, B=0.15. At this superheat value, the r;ohdimenéi(;nal

solidification front moves downstream with respect to the Sam?fective heat transfer coefficiertl* was 2< 102, resulting a

cases run without interface heat flux modeling and is demog- inth | £ Bid . h [ resi
strated in Fig. 9. It is also observed from Fig. 9 that the slope crease In the value o Bidue to ar gap t er_ma_re5|star)cm/
out 80 percent. This led to a drastic reduction in local heat flux

the solidification front for the cases with interfacial heat flux wa&?® e A
steeper with respect to that of the non-interfacial heat flux mod¥fhich was due to a combination of low withdrawal speed, low
Figures 10(ajand (b) show the solidification fronts for Pe2.0 superheat and high coqllng rates. In this case the solidification
and Pe=2.5 with lower cooling rate)f=1.2, Bi,=0.02, Bi front moved upstream W|t_h onver su_perheat and withdrawal speed
=0.05), respectively. It can be noted that the air gap does ridb=1.2, Pe=1.5), resulting in a higher value of the volume of
influence the position and the shape of the phase front sign@plidified metal in the mold. Consequently, more shrinkage of the
cantly for the given parameters. This is because, a combinationfd¢tal occurred, which led to higher values of air gap width and
higher withdrawal speedPe=2.0, Pe=2.5and lower cooling Subsequent drastic drop in local heat flux.
rates (Bj=0.02, B;=0.05) leads to the downstream movement Figure 12 shows the solidification front location for cases ex-
of the solidification front. When the solidification front movesecuted with and without interface heat flux modeling for different
downstream, less solidified metal is in the mold. That means tRgperheat values. Dashed line represents the solidification front
volume of the solidified metal in the mold is less, leading to lessér the respective cases run without interface heat flux modeling
shrinkage or smaller air gap width. It should be noted that thehereas the solid line represents the solidification front with the
shrinkage is directly proportional to the volume of the solidifieéhterface heat flux. As seen in Fig. 12, the effect of air gap forma-
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Fig. 11 Variation of local heat flux for different superheats for
Pe=1.5, Bi,=0.1, Bi;=0.15
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tion is more prominent at low superheat valug€ 1.2) (Figs.
12(a) and (c)). The solidification front is significantly displaced
downstream with the interface heat flux model with respect to the
cases without interfacial heat flux. The difference between the
front locations for interface and noninterface models considerably
decreases with increase in superh@&ags. 12(b)and(d)). Hence,

it can be stated that the effect of air gap formation on the heat
transfer is less significant with the increase in superheat. This is
because, the volume of the solidified metal in the mold decreases
with the increase in the superheat due to downstream movement
of the solidification front. Less solid metal in the mold means
smaller air gap, as there is a direct relationship between the
shrinkage and the solid metal volume in the mold. Therefore, it
can be concluded that if the solidified metal volume in the mold is
considerably small, causing negligibly small air gap width, then
the difference between the solidification front positions for the
model with and without interfacial heat flux will be negligible.

A curve fit was obtained to yield a power law variation of the
calculated non-dimensional air gap width with the superheat for
various values of Pe. For both the cases, the cooling rates were set
to Bi,=0.1 and B{=0.15. The corresponding graphs can be seen
in Fig. 13. The diamond shaped symbol represents cases with
Pe=1.5 and the corresponding equation is given by:

G* =0.0029 -4, %78 (13)

The rectangle shaped symbol represents cases witt2 Peand
the corresponding equation is given by:

G*=0.002114, -7 (14)

Ther? (variancevalue for the Eqs(13) and(14) was found to be
equal to 0.9847 and 0.8998 respectively. The lower value of the
variance for the second case is due to insufficient data points. The
value of the variance turns out to be equal to unity for both cases
if a polynomial curve fit is done. However, the power law curve fit
equations are presented here because of its usefulness in practical
applications. The previously described phenomena, that is, de-
crease in the air gap with increase in Pe &igds clearly visible

here.

Figures 14(ajnd (b) show the variation of overall nondimen-
sional heat flux with respect to mold cooling rate, fegy=1.2,
Pe=2.0, Bi=0.05, 0.1, 0.15 and)y=1.2, Pe=2.5, Bj=0.05,

0.1, 0.15 respectively. The overall nondimensional heat fiik)(
ranged from 1.01 to 2.2 for the present cases. As the mold cooling
rate is increased from B+0.02 to B,=0.05, the value oQ*
increases which shows that mold cooling rate is the dominant
factor for heat transfer in spite of the interfacial air gap. Further
increase in mold cooling rate from B#0.05 to B,b=0.1 results

in a decrease in the value @*. The maximum value ofQ*
occurs at Bj=0.05 for the given process parameters and is seen
in Figs. 14(a)and (b). This is because, increase in mold cooling
rate from Bp=0.05 to B,=0.1 leads to upstream movement of
the solidification front. This means more metal is being solidified
in the mold leading to more shrinkage and as such a higher value
of air gap width and length. It is to be noted that both effective
heat transfer coefficientH.;) and mold cooling rateh(;) govern

the overall heat flux, where,H.4<h,). Due to the upstream
movement of the solidification fronH .; is applied over a signifi-
cant length on the surface of the mold. Hence, the overall heat flux
is dominated more byH.s than h,. Therefore, higher air gap
width contributes a low value of effective heat transfer coefficient
and thus reduces the heat transfer rate. This is the reason the
decrease in the overall heat fl@after ®,=0.05) is observed in
Fig. 14. Thus the value of the volume of the solidified metal in the
mold is crucial because it is directly related to the air gap width.
The heat extraction efficiency of the mold is also affected in a
similar way by the air gap formation.

In the current study it is observed that the solidification front
location does not change significantly with the change in post
mold cooling rate. This is because most of the total heat is ex-
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Fig. 12 Comparison of solidification front positions with and without inter-

face heat flux modeling for Bi

,=0.1, Bi;=0.15. (a) Pe=1.5, 6,=1.2, (b) Pe

=1.5, 8,=3.0, (c) Pe=2.0, 6,=1.2, and (d) Pe=2.0, 8,=2.5, Dotted line: With-
out interfacial heat flux, Solid line: With interfacial heat flux.
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isotherms(not shown here due to space limitatipng can be Hey =
concluded that the temperature distribution in the post mold re- k =
gion is significantly affected by change in cooling rate as more L =
heat is removed from the withdrawn metal with the increase in Ly =

Bi;. The isotherms in the post mold region move upstream with P =
increase in the post mold cooling rate. This was the case for all the Pe =
parameters in the present study of post mold cooling rate. The g* =
temperature profile provides useful information on the metallurgi- Q* =
Ste =
It can also be stated that average temperature of the system de- t =
creases with the increase in post mold cooling. The position and T =

cal transformation of the metal and is critical in the case of alloys.

the shape of the solidification front cannot be controlled by vary- y, =
ing the post mold cooling rate. However, the temperature of the v, =
solid metal leaving the post mold region can definitely be con- v ,6 =
trolled by changing the value of Bi The temperature of the solid W =
metal exiting the mold is of practical importance for subsequent xy =
metal handling operations. X*, Y*

Conclusions
The overall heat transfer was strongly affected by small values

of air gap at the metal mold interface. The fact that air has very “

low conductivity explains this finding. The comparison of the re- —
sults for cases run with and without interface heat flux modeling 5 —
demonstrated major differences in the phase front locations, total w =

heat flux and temperature distribution. Higher temperature in the —
mold region as well as sharp drop in heat flux was observed dueto 4 _
increased heat resistance at the solidified metal mold interface. 0o =
However, in cases with higher superheat and withdrawal speed, ¢ —
the effect of air gap resistance, which is proportional to volume of
the solidified metal in the mold, was minor.
The effect of withdrawal speed on the phase front and the tem- (0 =
perature distribution was significant. Increase in withdrawal speed 1
leads to steeper phase front for cases with higher cooling rates. At 2 =
lower cooling rates (Bi=0.02, B;=0.05) the solid front moves 3 =
downstream, but the effect is more prominent. Higher Peclet num- eff =
bers lead to more superheated fluid flowing in the mold resulting gap =

effective heat transfer coefficient
thermal conductivity

length of the cast material

latent heat of fusion

pressure

Peclet numberJ W/ ag
nondimensional local heat flux
average dimensionless heat flux
Stefan numberCy(T—T.,)/L,
time

temperature

withdrawal speed

X component of velocity

Y component of velocity

half thickness of the cast material
spatial coordinates

= nondimensional spatial coordinates, xAmN

Greek Symbols

thermal diffusivity (also coefficient of linear
expansion where statgd

coefficient of volumetric expansion
dirac-delta-function

dynamic viscosity

density

nondimensional temperaturé T—T..)/(T;—T..)
superheat=Ty—T..)/(Ts—T.)

degree of freedom variable

Subscripts

condition at the inlet
Pre-mold region property
Mold region property
Post mold region property
effective value

air gap property

in higher heat fluxes. The effect of air gap decreases with increas- | =
ing Peclet number as smaller air gap leads to lesser thermal resis- m =
tance. Increase in Pe number pushes the solidification front down- s =
stream leading to smaller air gap width, and hence less effect of
the inter facial heat flux on the cooling process. There exists a
limiting value of Pe for a given set of process parameters beyoRteferences
which the air gap does not affect the solidification front location 1] Namburu, R. R., and Tamma, K. R., 1990, “Recent Advances, Trends and
and the local heat flux. The effect of air gap also diminishes at  New Perspectives via Enthalpy-Based Finite Element Formulations for Appli-
higher Superheat temperature, as it leads to smaller air gap widths. cations to Solidification Problems,” Int. J. Numer. Methods EB@., pp. 803—

.It was _found thaft th‘? overall heat flux in the mold Irlcreases[Z] Ho, K., and Pehlke, R. D., 1984, “Mechanisms of Heat Transfer at a Metal-
with the increase in Bivalue from 0.02 to 0.05 and then de- Mold Interface,” AFS Transaction©2, pp. 587—598.
creases for values of Bfrom 0.05 to 0.1. This shows that, for the [3] Beck, J. V., 1970, “Nonlinear Estimation Applied to the Non-Linear Inverse
same superheat and withdrawal speed, the effective heat transfer :eat Cogduﬁtiongql?'e'{A“’"'\'lnt- J-dHeSat M?SE Tfigiéf;- P“F():- 793—716-G g
coefficient, oy, dominales the overall heat iransfer at higher /s, € 1, 07t 1 N ond avar B 1992 "Cornoate Cradert
mold cooling rates. Thus, a critical value of,Rixists for a given ing,” Int. J. Heat Mass Transf35(7), pp. 1779-1786.
set of parameters, which gives the maximum heat extraction ratg5] Ho, B., 1992, “Characterization of Interfacial Heat Transfer in the Continuous
For the ange of parameters studied hete,Crlcal valle o0 1 o . & . 158, Vs o o Tstr
found to be to 0.05 fof,= 1'2.’ Pe=2.0, Z'S’EF 0'95’ 0.1,0.15. [ Coeﬁicignts Du):ing.sglidification of baétinl;s in Metallic Moulds,” The Brit-
The effect of post mold cooling rate was minor. Since most of the sy Foundryman78, pp. 465—468.
heat is extracted in the mold, the post mold cooling rate only[7] Blackwell, J. H., and Ockendon, J. R., 1982, “Exact Solution of a Stephan
affects the temperature distribution in the post mold region. The Problem Relevant to Continuous Casting,” Int. J. Heat Mass Tra265(7), pp.

: 1059-1060.
post .mOId COOllng ."".te Ca.nnm be used to control the shape and ﬂ.tg] Chidiac, S. E., Samarasekera, I. V., and Brimacombe, J. K., 1989, “A Numeri-
location of the solidification front.

cal Method for Analysis of Phase Change in the Continuous Casting Process,”
Proceedings of Numiform 89, E. C. Thompson, R. D. Wood, O. C. Zienk-
iewick, A. Samuelson, and A. A. Balkema, eds., The Netherlands, pp. 121—
128.

liquid phase
mold property
solid property
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The Effects of Air Infiltration on a
Large Flat Heat Pipe at Horizontal
and Vertical Orientations

In the satellite or energy conversion industries flat heat pipes may be utilized to transfer
M. Cerza heat to the thermal sink. In this i_nvestigation, a large flat heat pipe, 1.XDrB305 m
- X0.0127 m, fabricated from 50 mil Monel 400 metal sheets and Monel 400 screens was
videographed at horizontal and vertical orientations with an infrared video camera. The
heat pipe evaporator section consisted of a 0.3080r805 m area (one heated side only)
while the side opposite the heated section was insulated. The remaining area of the heat
, US Naval Academy, pipe served as the condenser. In the horizontal orientation the heated section was on the
Mechanical Engineering Department, bottom. In the vertical orientation the evaporator was aligned below the condenser. The
Annapolis, MD 21402 sequence of photographs depicts heat inputs ranging from 200 W to 800 W, and the effect
of air infiltration on heat pipe operation for both orientations. For the horizontal orien-
tation, the air is seen to recede towards the small fill pipe as the heat input is increased.
For the vertical orientation, the air and water vapor exhibit a buoyant interaction with
the result that the air presence inhibits heat transfer by rendering sections of the con-
denser surface ineffective. The effects depicted in this paper set the stage for future
analytical and experimental work in flat heat pipe operation for both normal and variable
conductance modes[DOI: 10.1115/1.1532020

B. Boughey

Keywords: Energy Conversion, Heat Transfer, Heat Pipes, Measurement Techniques,
Multi-Phase

Introduction from vapor flow through a rectangular cross section. The flow

Figure 1 depicts a conceptual thermophotovol(aieV) energy geomgtrlcal dlfferences can alter the steady-state limitations in flat
heat pipe design.

conversion system utilizing flat heat pipes. Combustion gasesy i . .
! he limit most affected in the design of a moderate temperature
from a heat source such as a gas turbine combustor flow thro QPOC) flat heat pipe utilizing water as the working fluid is the

channels on which heat pipes are mounted. These hot side h

pipes serve as emitter surfaces. Across from the hot side hcgplllary limit. The capillary limit involves the ability of the wick

pipes, TPV cells can be mounted to cold side heat pipes which cr)edevelop the necessary pumping head to overcome the vapor and

heat pipes in contact with the thermal sink. An isothermal emitti uid pressure losses as the working fluid circulates through the

surface is needed in TPV energy conversion systems becausg% %t PIPe.

voltage outputs of the TPV cells are very sensitive to the wav%f_renciz'Soknﬁs;tgi\tgﬂa'tr\]’; as gﬁs;fregirtoir?fﬁﬁgttitéviyﬁe)ﬁggceaﬁre
length bandwidth of the emitting surface. The emitter's wave: pp y

length bandwidth is a function of temperature. On the cold sid%eale‘j flat heat pipe containing only water. In order for a flat heat

the TPV cells could utilize a flat heat pipe, but this is less criticaﬁipe to withstand pressure differences across its flat surfaces, the

) . at surface structure needs to be supported. Monel pins were used
Flat heat pipes are not new to the industry, several companies o ) ! -
as support structures in this flat heat pipe design. These pins were

have de5|gne_d them for_ space or cgmp_uter appllc_aﬁﬂ)mi]. welded to the sheet metal surfaces, and the welds, should they
Flat heat pipes are similar to cylindrical heat pipes. The onl e .
i ; . : . rack, would be a source for air infiltration for a heat pipe con-
real difference between the two is geometrical. While this MaY nina water as the working fluid and operating below 100°C in
seem a minor difference, it presents many challenges from an 9 : . 9 P 9
atmospheric environment.

. . . . . n
engineering standpoint. Typically, heat pipes are used to transfer : . . .
guantities of heat across a distance with only a slight temperat%rseltascgﬁfbFeeczci:gtuecczaonu:;hoart t:\': 1|‘I0a; dh: dathzlgf vivaes r_lrohtedrgs\ll\?::io
loss from end to end. The cylindrical design works well to serve 9 PIPe.
this purpose. However, when designing an emitter for a TPV eﬂgncondensable gas reservoir at th_e cc_Jndenser_ en_d, however, there

' ' was a short 5 cm in length, 18 mm in diameter fill pipe attached to

ergy conversion syst_em, itis advant_ageous o have a Iarge Surffhe condenser end. In a gas loaded variable conductance heat pipe
area to volume ratio in order to maximize the power density of t CHP), Fig. 2, a reservoir which contains an amount of a non-
system. A flat heat. pIpe was conceived for this purpose. Flat h %tndenéablé gés is added to the heat pipe condenser end. Marcus
pipes also have different internal flow and structural design co 51, and Marcus and Fleischm] give an excellent review (‘)f a
siderations than those of cylindrical heat pipes. ' 9

Flow properties in cylinders are different from those in rectansilmp"f'ed VCHP. A primary goal for a VCHP operating with a

gular geometries such as flat plates and/or boxes. The flow OF%n_stant heat sink temperat_ure Is 10 _achieve a fsyeady i”‘.eff‘a' op-
thin film through a flat wick(such as in the liquid return path of aeratlng temperature at varying heat input conditions. This is ac-

flat heat pipejs not the same as the flow of a cylindrical circum-coraniShecj for increasing evaporator heat input by the working

ferential film. Also, vapor flow through a cylindrical space dif‘ferglu'd.Vapor compressing the nonc_ondensable gas towards the res-
ervoir, thus, lengthening the active condenser length. The con-

denser length that contains the gas essentially prohibits heat rejec-
Contributed by the Heat Transfer Division for publication in th®URNAL OF 9 9 y P J

HEAT TRANSFER Manuscript received by the Heat Transfer Division July 12, 2001§|0n. from _thfat pOI’tIOI‘l. of the h.eat pipe condenser. W'th propgr
revision received May 13, 2002. Associate Editor: G. P. Peterson. design, this increase in heat pipe condenser area with increasing
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ing fluid in an operational temperature range of 25°C to 130°C.
Fig. 1 Schematic of a TPV conversion system Two layers of Monel screens were used, 40 mesh and 120 mesh.
The purpose of the two different screen sizes was to design a wick
of varying permeability.
heat input can achieve a nearly isothermal vapor operating condiL.ong copper bars with fine radius edges were utilized to facili-
tion. Generally, this calls for the gas reservoir volume to be mudhte bending the heat pipe to the required dimensions. The two
larger than the condenser volume. In this investigation, the ratiolaf/ers of screen were then placed on top of the vessel. The 120
the fill pipe volume to the condenser volume was 0.002. So if ainesh screen was then placed on the top of the 40 mesh screen to
infiltrates the heat pipe, it will not behave as a traditional VCHRjid in the development of the capillary pumping head of this
i.e., for an increasing heat input, a rise in this heat pipe’s operatiagreen wick. The screen was then tack-welded to the vessel wall
temperature is expected. in regular intervals between the pin spacer locations. The Monel
Several investigators have examined the effects of noncondesiBeets and screens were then punched, making holes in the loca-
able gas levels on VCHP operation. These have been predotions where the support pins were to be TIG welded. The 6.35 mm
nately for cylindrical VCHPs. Kobayashi et &F] have conducted diameter pins were then cut to the proper length, milled, and de-
an experimental and analytical study to examine the flow fielalrred to fit into the necessary space. Figure 3 depicts a section of
behavior of the vapor/non-condensable gas mixture. They detdre Monel sheets, screens and piBsughey, 1998 The gap size
mined that gravity and noncondensable gas level had a strdmfween the Monel sheets was approximately of 0.019 mm. There
effect on the location and profile of the gas/vapor interface laysvere 15 rows, three pins per row of Monel pins, TIG welded to
Peterson and Tief8] examined the mixed double diffusive con-the face sheets.
vection in gas loaded heat pipes and two-phase thermosyphonslhe sides of the two separate halves were welded together,
They showed that temperature and concentration gradients camefully sequencing the welds and using a heat trap to minimize
redistribute the gas within the condenser. This redistribution, howeformation. After this, the ends were welded on and the fill fit-
ever, did not greatly alter the overall condenser heat transféng was welded snug to the end. The pins were then placed in
Peterson et al[9] also showed that double diffusive convectiortheir proper spots and TIG welded on both sides of the heat pipe.
changes the non-condensable gas flow structure as the Rayleigheak-testing and charging consisted in the fabrication of a
number is increased. charging apparatus. A 6.35 mm nipple was fitted to the fill end of
The heat pipe employed in this study was a very large flat heie heat pipelcondenserjand mated to an air compressor. The
pipe since in the energy conversion industry large surface ardesat pipe was then pressurized for leak testing. To leak test, soapy
are required to cool large power producing devices. Initially, water was applied to the pressurized heat pipe in order to detect
small amount of air was loaded into the heat pipe. An attempt wi®e leaks. Leaks would form bubbles in the soapy water. The heat
made to compare the performance for this air loaded heat pipepipe was allowed to sit pressurized over night and it was discov-
one without air, but unfortunately, air was believed to have infilered that some very small leaks did exist. These were found by
trated the second case. This investigation also presents the usijeicting a small amount of R134a into the heat pipe and “sniff-
infrared videography as a diagnostic measurement tool to recand” it with a Yokogawa refrigerant leak detector. The leaks were
the external surface temperatures of the heat pipe’s condensertien fixed. A bourdon tube pressure gage was mounted on the fill
gion and to infer what was internally happening between the aieck.
and water vapor in the condenser end. The primary focus of thisCharging the heat pipe with working fluid was performed fairly
paper is on the qualitative effects of air infiltration in a large, flasimply. First, the heat pipe and charging assembly were mated to

heat pipe. an oil diffusion vacuum pump and evacuated. In the fluid charging
column was placed the correct amount of water to charge the heat
Flat Heat Pipe Fabrication pipe. These amounts were measured and marked, taking into ac-

count the volume that would occupy the fittings as well as the heat

A flat heat pipe, 1.22 r10.305 m>0.0127 m, was fabricatedr&i;e_ Once evacuation was complete, the valve attached to the

from 50 mil Monel R400 metal sheets and Monel R400 scree

[10,11]. The heat pipe was designed fo utilize water as the wo cuum pump and the valve attached to the heat pipe were closed

nd the vacuum pump was shut off. The valve attached to the fluid
column was then opened, and the vacuum inside the fittings drew
. the water in to fully fill the pipe volume between the fittings. The
CQin Quourt heat pipe valve was then opened slightly to bleed in the necessary
; charge(as marked on the columnAll valves were then closed
and the charging apparatus removed. The heat pipe was charged to
125 percent of the porous volume that the screen wick contained.
= £y Thirty-eight (38), 20 AWG type K thermocouples were
CONDENSER VEEENLT mounted on the heat pipe as shown in Fig. 4. The thermocouples

EVAPORATOR

were soldered in place. The entire heat pipe was then painted flat
Fig. 2 A variable conductance heat pipe black using Krylon paint. The emissivity of the black surface was
350 / Vol. 125, APRIL 2003 Transactions of the ASME
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In addition to the thermocouple measurements for the evapora-
tor and condenser sections, the condenser temperature was also
monitored on the side adjacent to the heater by infrared videogra-
phy. Thus, the entire condenser surface temperature could be
monitored and the results would be indicative of what was hap-
pening internally with respect to the vapor and ¢as) interfaces.

In other words, in a typical heat pipe with no air infiltration, the

inside temperature difference between the evaporator and con-
denser can be very close to an isothermal condition. When a non-
condensable gas is introduced, there can be significant tempera-
ture differences between where the gas is located in the condenser,
and where the vapor is located. These temperature differences

end would affect the condenser surface temperature distribution and

would easily show up on the infrared camera video tape. Hence,
one could get a real time thermal image of what was physically

happening inside the condenser end of the flat plate heat pipe
should air infiltrate the system.

The infrared camera video system was calibrated by using the
thermocouple data. The heaters were turned on, and the internal
temperature of the heat pipe, before air was added, was set at
100°C (internal pressure conditions equal to atmospheric condi-
tions with water as the working fluid The emissivity of the in-
frared camera was then dialed in until the IR camera was depict-
ing a near isothermal condenser region at a temperature of 100°C.
This emissivity was 0.95. The IR camera system was now cali-

. brated. Periodically, the emissivity would be checked by compar-
measured as 0.94 at 25°C by using thermocouple data on the hggtihermocouple data to IR data. There was a fluctuation in sur-
pipe and calibrating the infrared camera with these data. Latgfce emissivity between 0.93 and 0.95. Care was taken so as not
during operational tests, the surface emissivity was measuredt@bperate the flat heat pipe above 101 kPa internal conditions in
0.95 at 100°C. ) order to prevent any puffing out along the heat pipe flat surfaces

A heated plate, 0.304 m0.304 m, was fabricated from 0.025,yhich might result in an emissivity calibration error, i.e., partial
m thick aluminum stock. Eight equally spaced holes 15.8 mm Wumispherical surfaces. It was decided to only report the tempera-
diameter were centered and drilled through the aluminum crogges in this particular study using the IR camera since the IR
section. Eight 1 KW Watlow firerod cartridge heaters, coated Wity mera data was withis/—1°C of the thermocouple data.
heat sink compound, were inserte_d intq the holes. The aluminumyjith the heat pipe charged with water and air, the apparatus
heater block was coated on one side with the heat sink compoypgs set in the horizontal orientation and the heat input was set at
on the side to be in contact with the heat pipe. A 0.304 B \v, After stabilization of the heat pipe, which took approxi-

% 0.304 m block of wood was then placed on the back side of thgately three hours due to the large thermal mass of the heat pipe,
aluminum heater block and the wood/aluminum heater assem?ebfnperatures stabilized and IR video data was taken. The heat
was clamped to one s!de of the evaporator sn_action. The_entii,r,%ut was then changed to 400 W and IR data was taken again
heated evaporator section was ther] covered with thermal insUjghen the heat pipe temperatures appeared to stabilize. This pro-
tion. The thermocouples and cartridge heaters were then ceRyyure was followed up to a heat input value of 800 W. The

nected to a data acquisition system. Measurement unc_ertainty W@aters were then shut down and the heat pipe allowed to cool
+/—0.2°C per thermocouple channel and the heater input coldernight. The next day, it was noticed that the heat pipe tempera-
be recorded+/—5W. A stand was fabricated so that the heat pipgyre was at 24°C, but its internal pressure was at 65 kPa instead of
could be operated at various angles of inclination. the original 33 kPa, so apparently some leaks had developed.
Whether these leaks developed overnight or during the data runs
: P is not clear. The heat pipe was placed in the vertical orientation,

Experimental Investigation and with approximately the same amount of initial air inserted the

Data was taken for two types of heat pipe orientation and twsrocess was repeated. An effort was made to seal the heat pipe
different non-condensable gas loadings. Two gas loadings wéreém leaks and attempt a run with no air, but this turned out to be
selected in order to discern the effects caused by minor and majefy difficult to achieve with the welded pin fabrication scheme
air leaks into the heat pipe. The first heat pipe orientation wagsesently employed. However, many of the leaks were sealed and
horizontal. In this orientation the flat side of the heat pipe wage horizontal and vertical heat pipe results for very little added
parallel to the ground. In addition, the evaporator heater was aff show a marked contrast to the “larger” added air results. It
the side facing the ground, thus, the evaporator section was heaigduld also be pointed out that as the internal temperature of the
from below while the top portion of the evaporator section wagorking fluid approached 100°C with increasing heat input, the
adiabatic (thermal insulation was wrapped around the entirériving pressure difference from the rogimmosphericand heat
evaporator sectignThe second heat pipe orientation was verticglipe internal pressure became negligible, hence, any air infiltra-
with the evaporator section placed below the condenser secti@ion from the room under these conditions would be very slight.
At 25°C room temperature, the internal pressure of the heat pipmally, the materials used in welding the heat pipe might re-
without gas loading would be the saturation pressure of the worlkase non-condensable gases when the heat pipe is heated during
ing fluid at 25°C, or approximately 3.14 kPa for water. Since thisxperimentation.
pressure represents a partial vacuum, it was very easy to bleed a
little air into the heat pipe for the initial gas loading. For the firsLEﬁ( . . .
case, air was bled in until the pressure gage read 33 kPa. Ass perimental Results and Discussion
ing that the air would initially occupy the entire inside volume The flat vapor-air interface profile, VCHP theory without a res-
(0.00472 m, approximatelyt a partial pressure of 29.86 kPa andrvoir of Marcus and Fleischmdi6] was used to compare with
temperature of 25°C would mean that the air mass was approthie horizontal flat heat pipe data. That theory expresses the evapo-
mately 0.00165 kg. The water fill was approximately 400 cc. rator heat input as

23 28 25 26

i 27 28 80

29 % 3i 2 95.3

_ lewsi= .53 54 110.5

[ € Ena Fitting—>1 ). : 55 =Reomaix

Fig. 4 Thermocouple locations [ii]
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mR,T, cal of the expected results for a water heat pipe with an air load-

h 71 1 ing. In Fig. 9, the gas is compressed towards the end of the con-

Po exp(ﬂ(—f _)) pyi}AV denser region where the fill pipe is located. This is because as the
R,\To T, heat input increases, the working fluid operating temperature and

In the above equation, the heat inpQt, is equal to the product of Pressure for the heat pipe increases and the vapor pushes the air
the heat transfer coefficient, the condenser perimeteg, the slug back and compresses it. Thls Iengthe_ns the active condenser
driving temperature difference, and the condenser lengthThe Surface so that the heat input is now rejected through a larger
last term on the right hand side represents the estimated inac@@denser surface area. This increase in active condenser length,
condenser length due to the presence of the non-condensable §aever, is not enough to maintain an isothermal vapor tempera-
This term is a rearrangement of the perfect gas law. Thereffgre, ture as in a well designed VCHP. Thus, the heat pipe’s internal
minus this length represents the active condenser length. temperature and pressure increase. Figure 10 for the small air

Figures 5 and 6 show a comparison of the flat vapor-air profileading case shows that for approximately the same heat input
theory by Marcus and Fleischman with the present data for tHalue, 450 W, the air is compressed almost entirely to the back of
horizontal cases. As can be seen in Fig. 5, the theory shows tH¥t condenser region.
for no gas reservoir, the operating vapor temperatarel corre-  Figures 11 and 12 depict the large and small gas loadings at a
sponding vapor pressuyregoes up with increasing heat input.heat input of 800 W. In Fig. 11, the surface temperature profile
Thus, theory predicts that this heat pipe would not make a go#tflicates that the air is compressed almost to the end of the con-
VCHP without a gas reservoir. Moreover, the theory shows theenser section on the right side, but not quite pushed all the way
for a moderate quantity of air in the range of 0 to 0.01 kg, thefeack on the left side, in fact, there is still a small cooler air pocket
seems to be very little effect on the vapor operating temperatureesent in the condenser end. To corroborate the IR data depiction,
due to the quantity of air. The upper air mass limit of 0.01 kg igne could feel, by placing a hand on that area of the condenser
actually greater than the mass of air the heat pipe could contairsatface, that the far left region was indeed cooler than the bulk of
100 kPa and 25@.0055 kg). The actual data is also presented dhe condenser surface. Figure 12 shows the condenser surface
Fig. 5. The case of 0.0016 kg of air and the case with very littkiemperature to be almost at a uniform 95-100°C. In Fig. 11, the
air, 0.0001 kg, appear to follow the Marcus and Fleischman tremadtive condenser surface temperature is in the 100-105°C range
only at a lower operating vapor temperature. This effect could weéhich is reasonable considering a portion of its condenser surface
due to vapor mass diffusion into the air volume and heat pige cooler due to the presence of air. The horizontal figures show
axial wall conduction which does not allow the non-active cortypical behavior for a large flat heat pipe with a large and small
denser end to completely prohibit heat transfer out of the hemmount of air loading. This would be the case if air infiltrated a
pipe. This would lengthen the active condenser length at a givearmetically sealed heat pipe through cracks in the welds and
heat input and result in a lower operating vapor temperature. Itlesaks in the system valves. It should also be pointed out that after
also suspected that the “insulated” evaporator section was lositite tests of both cases, it was determined that more air appeared to
heat to the atmosphere for the larger 0.0016 kg air mass calsaye infiltrated the systems. This was confirmed by taking final
hence, the entire prescribed heat input was not going entirely inggessure readings when the heat pipe cooled down. For the large
the heat pipe. This conclusion is supported by observingnihe air case, the initial pressure reading was 33 kPa at 25°C, and the
=0.0016 kg of air data on Figure 6. The active condenser lendihal pressure reading was near 60 kPa at 25°C. For the small air
of that presented data appears at low heat inputs to fall very sheasse the initial pressure reading was 3.4 kPa at 2&8f@ost free
of the length predicted by the Marcus and Fleischman theory. Fafrair), and 10 kPa at 25°C as the final reading, thus some air did
the case of little included air, 0.0001 kg, the present data appewnfitrate the small gas case. The reasons for the air infiltration
to be a much better fit with the Marcus and Fleischman theorywere the Monel pins and welds. There were 45 pins that served as
the internal support structure for this heat pipe, hence 90 welds. It
. . was very hard to keep all welds intact, especially during the ther-
Infrared (IR) Videographic Results mal cycling of the tests, i.e., on/off, etc.

The following infrared videographic results are shown for the
horizontal and vertical orientations. They are also shown in a si
by side comparison at a specified heat input for the |§0g@016
kg) and small(0.0001 kg)non-condensable gas loadings.

Q=hC(T,—Tamp)| Le—

eB' Vertical Orientation.  The next series of infrared images,
glgures 13-18, show the operation of the air infiltrated flat heat
pipe in a vertical orientation. For this orientation, the evaporator
section was located below the condenser section. The heat input
A. Horizontal Orientation. Figures 7 and 8 depict the largerange was again 200—-800 W. Figure 13 depicts the large gas
and small flat heat pipe gas loadings at a low heat input of 200 M&aded case at a heat input of 200 W. As can be seen, the only
for the horizontal orientation. It is believed that the presence of active portion of the condenser region is in the lower left corner
in the heat pipe system would locally inhibit condensation of thadjacent to the evaporator sectigmt seen because it was cov-
water vapor, thus, allowing the local condenser surface tempeesied with thermal insulation hence the evaporator appears cooler
ture (as seen by the IR camer#& drop. As can be seen, thethan the condenser on the IR videotapéhe heat pipe condenser
amount of non-condensable gas present in the heat pipe shaoves operating asymmetrically and the air appears to cover most of
remarkable differences in the condenser surface temperature tlie condenser heat transfer area. Figure 14 shows the condenser
tribution. For the large gas loading, the condenser area is esseuface to be more active at 200 W for the small gas loading case.
tially blocked by the air, thus prohibiting effective heat transfein fact, two thirds of the condenser surface is believed to be ac-
This region in Fig. 7 shows a temperature very close to the atively condensing as indicated by the fairly uniform surface tem-
bient room temperature because the heat pipe is hard téasee perature on the order of 33°C. Also seen are some thermocouple
approximate outline has been drawn. iim contrast, Fig. 8 depicts wires which are the yellow lines in the picture. The cool spots on
a larger active condenser region that is above the ambient teloth sides of the heat pipe are the PVC clamps.
perature. It is further believed that the heat pipe in Figure 7 hasAt a heat input of 400 W for the large gas loading, Fig. 15, the
not primed very well. This may be due to the presence of theeat pipe condenser is operating in a highly asymmetric fashion.
non-condensabléir), or the heater on the evaporator was not iffhe active condenser region is believed to be the growing “fin-
good thermal conduct. In any event, for a heat input of 200 W,ger” on the left. The air which is believed to be depicted by the
higher operating temperature in the active condensing region wawer temperature blue ‘color’is in the middle and along the right
expected. edge. The air inside the condenser section is almost 18°C cooler
Figures 9 and 10 show the large and small gas loading caseshain the water vapdrvhite/red). An estimation of the effect of the
heat inputs of approximately 500 W. These pictures are more tyfitermal resistance due to the condensate falling film thickness on
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Fig. 5 Comparison of data to flat profile Theory 1
Fig. 8 Horizontal, 200 W, small air

outside surface temperature showed that for a range of condensate

film thickness between 0.5 to 2.0 mm, the surface temperatuige indicative of a more diffused water-air mixture if one assumes
variation should only be about 5°C. What apparently is happenifige internal pressure of the heat pipe at any given operating heat
is that as the water vapor gets hotter due to the increase in higglut is fairly constant. Due to the relatively large cross sectional
input, it becomes less dense that the cooler air, and since thea#a of the vapor core, 0.00387 nthe vapor velocities for the

has no place to go, a buoyancy driven flow field is believed to fgesent heat input range are very low. Thus, the observed con-
established. The cooler air is more dense than the water vapor ge@ser surface temperature distributions are not believed to be
sinks. The asymmetrical flow could have been established by n@faused by differences in pressure due to the vapor velocity from
uniformities in the evaporator heat flux, which was established lgye part of the condenser to another.

eight cartridge heaters inside an aluminum block, and the entireThe 400 W input small air infiltration case is shown in Fig. 16.
block coated with heat sink compound on the side in contact witthe condenser surface temperatures appear to be more symmetri-
the evaporator. Any gaps in the heater block to the evaporaigl, but buoyancy effects are still present. As can be seen, the
surface caused by surface warpage could create a non-unifai@ter vapor appears to rise up along both edges of the condenser
heating environment. The Monel surface of the heat pipe did exection. The non-condensable air appears to sink slightly in the
hibit some warpage after the welding processes. The green regiggstral portion. It is interesting to note that in the horizontal ori-

Effect of Air on Heat Pipe, Horizontal
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Fig. 6 Comparison of data to flat profile Theory 2
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Fig. 7 Horizontal, 200 W, large air Fig. 10 Horizontal, 450 W, small air
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entation, the air was more readily compressed towards the fllomenclature

pipe. Buoyancy effects for the horizontal orientation were mini- )

mal. In the vertical orientation, air-water vapor buoyancy effects A, = Vvapor core cross sectional area
are more pronounced due to the influence of gravity. It would be C = heat pipe perimeter

interesting to conduct a future study of varying aspect ratios in- H = outside heat transfer coefficient
volving the width and depth of the vapor flow channel, with the H;; = latent heat of vaporization

heat pipe length. Also of interest would be to compare these re- L. = overall condenser length

sults to cylindrical gas loaded/air infiltrated heat pipes with vary- m = non-condensable mass

ing alspecthratios involving internal vapor flow diameter and heat p ~— reference operating pressure
pipe length. o e ; ;
Figures 17 and 18 depict the 800 W heat input cases for the Py _ \r/]ap(t)r. pretssure of fluid in the inactive condenser end
large and small air infiltrations, respectively. The large air case, Q = heatinpu

Fig. 17 shows the same general trend as Fig. 15. Figure 18 depictsQQ = gas constant

a buoyant effect much like a “lava” lamp. » = gas constant of vapor
T, = reference operating temperature
Conclusions Tamp = ambient temperature

A large, flat heat pipe was fabricated from Monel metal sheets 1g = témperature of gas in the inactive condenser region
and Monel screens. An attempt was made to add a small amount T, = temperature of vapor in the active condenser region
of non-condensable gagir) to the heat pipe and observe the
effect on its operation. The purpose was to simulate air infiltration
of the heat pipe. Two different gas loadings were utilized which
were characterized as large, 0.0016 kg of air added, and Smﬂl@ferences
0.0001 kg of air added. It was not the intent of this investigation
to perform a detailed Study on the effect of the quantity of air [1] Tanzer, H. J., 1983, Migh Capacity Honeycomb Panel Heat Pipes for Space
infiltration as it was to determine if a flat, gas loaded heat pipe Radiators” AIAA-83-1430, AIAA 18th Thermophysics Conference, Montreal,
was a viable candidate for power/energy conversion schemes. T
heat input rang_ed_from 200 to 800 W. . Heat Pipe Development for Space RadiatowslAA-85-0978, AIAA 20th

~The results indicate that the large flat heat pipe could be @ 1jormopnysics Conference, Williamsburg, VA.
viable candidate in energy conversion schemes. Infrared videogz) rankin, J. G., 1984, Ihtegration and Flight Demonstration of a High-
raphy was used to capture real time data for the heat pipe con- capacity Monogroove Heat-Pipe RadiafoAlAA-84-1716, AIAA 19th Ther-
denser section surface temperature distribution. It was shown that mophysics Conference, Snowmass, CO.
these data gave a good indication of what was happening insidet] Tanzer, H. J., Cerza, M. R., and Hall, J. B., 198Biigh Capacity Demonstra-
the heat pipe and what would happen should air infiltrate the heat tion of Honeycomb Panel Heat Pipg46th Intersociety Conference on Envi-
pipe core. For the horizontal orientation, the effect of air infiltra- __ronmental Systems, San Diego, CA. _
tion caused the heat pipe to operate like a gas loaded heat piﬁg] M'arcu? B. D., 1972, Theory and Design of Variable Conductance Heat
with no gas reservoir, i.e., for an increase in heat input, an in- Pipes,” NASA Report NAS 2-5503. '

. . v ! . LS Marcus, B. D., and Fleischman, G. L., 1970Steady State and Transient
crease in operating temperature and pressure resulted. The all Was performance of Hot Reservoir Gas-Controlled Heat PipASME Paper No.
seen to be compressed to the rear of the condenser section as theyas»-5503.
heat input increased. In vertical orientation, however, this was not7] kobayashi, Y., Okumura, A., and Matsue, T., 1991, “Effect of Gravity and
to be the case. The flat heat pipe displayed internal buoyant and Non-condensable Gas Levels on Condensation in Variable Conductance Heat
diffusive effects between the working fluid vapor and the infiltrat-  Pipes,” J. Thermophys. Heat Transféf1), pp. 61-68.
ing non-condensable g@”') The air was not read”y Compressed [8] Peterson, P. F., and Tien, C. L., 1990, “Mixed Double-Diffusive Convection in
towards the end of the condenser section, but rather interacteq Gas-Loaded Heat Pipes,”J. Heat Transfad21), pp. 78-83. _
with the water vapor to show appreciable effects believed to be[9] Peterson, P. F.,, Elkouh, N., Lee, K. W., and Tien, C. L., 1989ptv Instabil-

R ity and Bifurcation in Variable-Conductance ThermosyphdoASME HTD
buoyancy driven. These effects were seen for both large and small V)1'15 op. 1-6 yph

I}S] Tanzer, H. J., Fleischman, G. L., and Rankin, J. G., 198&rfeycomb Panel

air infiltration masses. [10] Boughey, B., Cerza, M., and Lindler, K. W., 1999lat Heat Pipe Design,
Construction and AnalysisPaper No. 1999-01-2527, 34th Intersociety En-
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Temperature and Volumetric
Fraction Measurements in a Hot
Gas Laden With Water Droplets

Paolo Ruffino Two temperatures can be detected in a hot gas laden with water droplets. The lower one
Marino di Marzo is the temperature read by a sensor immersed in the flow. This measurement is affected by
: ) significant evaporative cooling resulting in readings much below the real gas tempera-
¢-mail: marino@gng.umd.edu ture. The higher one is the temperature of the gas. The difference between these two
Department of Mechanical Engineering, temperatures is proportional to the water volumetric fraction in the flow. On this basis, a
University of Maryland, new technique for the measurement of the water volumetric fraction is proposed. The
College Park, 20742 results are compared with a conventional measurement technique based on optical meth-

ods. A novel approach to the gas temperature measurement is also introduced. The sens-
ing device is kept at temperatures exceeding the Leidenfrost transition and therefore it is
insensitive to the presence of the water droplets. Independent measurement techniques
developed at the Evaporative Cooling Sensor Accuracy Test (ECSAT) facility provide the
data to validate the measurements obtained with the Above Leidenfrost Temperature'
and Evaporative Cooling (ALTEC) senso/DOI: 10.1115/1.1561453

Keywords: Droplet, Evaporation, Flow, Heat Transfer, Measurement Techniques

Introduction Since the spray is sparse, a simple superposition of the individual

The evaporative cooling effect produced by minute water droﬁ{)%ﬁ’ifé cooling effects is adequate to describe the overall spray

lets carried by a hot gas has several technical applications, such 380 temperatures can be measured in a gas laden with water
%%plets:(a) the lower one includes the evaporative cooling effects

trangfer enhancgmg_nt. In _fire protection engine_ering, evaporatiyes inag previously(b) the higher one is independent of the
cooling has a significant impact on the activation of fire sprlrg-)€F1

Kl In full le test h fires it | ¢ esence of the water droplets and is the actual gas temperature.
ers. In luli-scale tests on warenouse fires It IS Not UNCOMMON ¥y Eyaporative Cooling Sensor Accuracy TESESAT) facility
observe that, upon the activation of a sprinklee., the primary .

i - ; ) | provide data relevant to the evaporative cooling phenomenol-
sprinkler), the adjacent sprinklers respond with large delays or g8y a1 we will outline the measurement techniques used to ob-

not activate at all(sprinkler's skipping phenomenpnFurther iqi the hot gas temperature and the water volumetric fraction
away from the primary sprinkler, as the evaporative cooling effegly, the experimental data. A newly developed Above Leiden-
subsides, sprinklers activate as expected. These observationszag Temperature Evaporative CooliGLTEC) sensor provides

be explained by considering the presence of water droplets in theyirect measurement of the gas temperature. We will introduce
gas plume following the activation of the primary sprinkler. Porme conceptual design of the ALTEC sensor and the theoretical
tion of the spray does not reach the ground and it is entrained BYs;s for its operation, control and data acquisition. Finally, we
the hot gas ascending plume. Most of these droplets evaporgift compare the measurements obtained with the ALTEC sensor
inside the plume, while a small fraction travels far enough tjith the gas temperature and water volumetric faction information

reach the adjacent sprinklers and impact on their surface.  from the ECSAT facility and we will draw our conclusions.
Several researchers have quantified the evaporative cooling ef-

fect associated with water droplets in a hot gas flow. In a fire~gaT Facility

scenario within an enclosure, a model for estimating the evapora-

tion heat losses due to the water spray introduced by a sprinkler inThe ECSAT facility [5] consists of a square duct (0.61m

a smoke layer is reported by Chdw]. The author points out that < 0.61 m in cross-sectiorthrough which a steady air flow is in-

the water droplets evaporate while traveling through the hot g#iced by a fan. Figure 1 provides a depiction of the relevant
Therefore, a portion of the water droplets may not be able to reaglgments and dimensions of the facility test section. A 70 kW
the burning objects. The model investigates the evaporation of thatural gas burner warms up the air at the facility intake. The hot
sprinkler water spray in the hot gas layer near the ceiling of tf#@s proceeds through a tightly packed steel wool region where
enclosure. both the velocities and temperatures are uniformed. Thereafter, the
Grissom and Wieruni2] found that the lowest surface temperagas enters a plenum and spray nozzles add water in the desired
ture for the existence of spray evaporative cooling could be det@&mount and with a prescribed droplet size distribution. The flow is
mined experimentally as a linear function of the impinging watéhen accelerated through a circular orifice. The orifice cross-
droplets mass flow rate. Evaporative cooling due to a sparse sppggtional area is 0.25 m in diameter and is located 0.5 m down-
is extensively investigated by diMarzo and Tink|&]. They de- Stfeam of the water spray nozzles. The test section is located
rived a model from the results obtained for a single droplet ddownstream th_e orifice in the vena contracta. Incidentally, within
posited on a low thermal conductivity solid with its surface exthe cross-section, the temperature variation, detected by thermo-
posed to radiant heat input from the environmigHt The model couples, does not exceed 8°C in both the gas and the gas-water

encompasses coupled near and far field close-form solutiofl§Ws. Twenty-eight thermocouples provide a description of the
temperature evolution along the 4.7 meters duct downstream of

Contributed by the Heat Transfer Division for publication in th®URNAL OF the circular _o_rlflce. P .
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 28, Four additional thermocoupleype K, =2°C) are placed in-
2001; revision received November 6, 2002. Associate Editor: S. S. Sadhal. side the duct, just upstream of the cross section where water drop-
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This indicates that the water is completely evaporated and the

temperature is affected only by the heat losses to the environment.

The temperature difference between the two temperature profiles
TEST SECTION far away from the orifice can be related to the heat required to
vaporize the water droplets. Therefore, the thermocouples mea-
sure actual gas temperatures at the location just before the sprays
nozzles and at the location after the complete evaporation of the
— water.

- Measurement Methods

Temperature of the Hot Gas. To determine the gas tempera-
ture between the spray nozzles and the location of the complete
0.5 evaporation of the water, some information concerning the rate of

X vaporization of the droplets is needed. Consider the energy bal-
ance written for the air flow as:
y . .
pcVeCa(To—Te)=pLVe(Bo—BIA (1)
The asymptotic temperature differenc&T, between the two
traces in Fig. 2, that is associated with the sensible heat removed
from the air in order to vaporize the droplets, can be expressed in
the following form:
HOT GAS 9
. pLVe Bo A
Fig. 1 Sketch of the test section in the ECSAT facility ~ (dimen- AT=—"T" (2
sions in meters ) pLVcCo
With Eq. (2), Eq.(1) can be simplified as:
lets are introducedx(=0). Figure 2 shows the typical temperature To—Te=AT[1-f(X)] 3)

distribution, for both dry and wet conditions. The first temperaturgne functionf(x) links the initial volumetric fraction to its evo-
reading forx=0 represents the average of the four thermocoupition along the duct. Note thai(x) must be equal to 1 at the
readings at that location. The axial distance along the duct, igyray nozzles location and it is equal to zeroxXareater or equal
ported in Fig. 2, is adjusted to reflect the changes in averagey — where all the water drops are evaporated. Didaw [6]

vel.ocity over the. flow cross seqtion due to th‘e orifice re§trictio plies to evaporating droplets. Making use of its formulation, a
This correction is necessary since we are interested in dro sonable representation of the data is obtained as:

residence times rather than in the actual physical distance between

points. It follows that, in the proximity of the orifice, as the flow x \* _
velocity increases, the effective distance between thermocouples f(x)= 1- Xe XSXe 4)
is appropriately reduced in Fig. 2. A comparison between the two

values of the temperature measured at the test section clearly 0 X>Xeg

shows the effect of the evaporative cooling in wet conditions. It i§ follows that the interpolation describing the gas temperature

worth noting that, due to the heat losses to the external envirgietweenx=0 andx=x is given by substituting Eq4) into Eq.
ment, the temperature drops as the flow proceeds downstreamtheo yield:

orifice. Note also that the gas temperature upstream the spray
nozzle location is equal in both dry and wet conditions. It can be
observed that about 1.5 meters downstream the test section, the
slope of the temperature distribution for the wet case beco
equal to the slope of the temperature distribution for the dry ca%ai

X N
Xe

®)

e temperature in dry conditions is represented with an exponen-
| fit of the available data in the following form:

To=(To—M)e P*+Bx+M (6)
230 : The constanB represents the slope of the trace on the right hand
210 ‘ side due to the heat transfer losses to the ambient.
190 L i It is reasonable to presume that this approach provides a good
170 o _represen_tation of_ the hot gas temperature trend. In_par?icular, the
M intersection of this curve with the vertical dashed line in Fig. 2
o' 150 —Te | provides the hot gas temperature at the test section. As one may
= 130 \ notice from the plot, the evaporative cooling reduces the thermo-
110 LTwi, et L a4 2 IR PPPPPP couple reading by some 50°C with respect to the estimated gas
N temperature.
%0 - — i Gas Velocity. The test section is illuminated by a 600 mW
70 - TEST SECTION | Argon-ion laser sheet. The velocity measurements in the cross-
50—+ : : : -~ section are obtained with a Particle Tracking Velocime®fV)
0 1 2 3 4 5 technique and yield uncertainty in the velocity measurements of
X [m] 10 perce_nt[?]. Note that the vplumetric mean dia_lmeter of_the
droplets is less than 10@m. This results in a terminal velocity
Fig. 2 Temperature distribution downstream the orifice in the smaller than 0.14 m/s. Since the gas velocities are in excess of 3.5
ECSAT facility (¢ dry conditions, 4 wet conditions ). The thin ~ m/s, the difference between the droplet and gas velocities intro-
line is given by Eq. (6) and the thick line is given by Eq.  (5). duces an error of less than 4 percent in the gas velocity measure-
Journal of Heat Transfer APRIL 2003, Vol. 125 / 357
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Fig. 4 Residual droplet volume versus the fraction of residual
d [um] liquid for the PJ8 and PJ10 nozzles
Fig. 3 Droplet Size Distribution for the PJ8 and PJ10 nozzle. volume is negligible. Therefore, the limitations of the optical reso-
lution do not introduce a relevant error in the measurements. The
mean droplet volume is introduced as:
ment. All the streaks are parallel to each other in the test section. N
Their length is uniform within a 10 percent variation about the 2 nV,
average value. This implies that the flow can be considered one- =1
dimensional in the test section. Vu="=x (©)
Volumetric Fraction Via Optical Method. Several tech- Z N

=1

nigues are available for measuring the water volumetric fraction.. ) ]
One could resort to shadowgraph imag[i or to phase dopler !t is reasonable to assume that the evaporation process is propor-
interferometry{9,10]. A simpler approach is used here. The watdional to the droplet surface area. Further, since the water volu-
volumetric fraction is defined as the ratio of the volumetric flodnetric fraction is in the order of parts per million, it is also rea-
rate of water droplets over the total volumetric flow rate. If théonable to assume that no coalescence between droplets occurs.

water volume is negligible with respect to the volume of the gallender these circumstances, over a given time interval, each drop-

the volumetric fraction can be expressed as: let would lose by evaporation a shell of equal thickness. There-
fore, the residual water volume and droplets number can be cal-
\'/L culated at different times during the evaporation process.
B=— (7) Figure 4 shows that the mean droplet volume remains approxi-
Vg mately constant for a large portion of the evaporation process. The

The droplet size distribution, for the spray nozzles used in tfaean droplet volumd'y, , averaged over the liquid fraction from

experiments, is shown in Fig. 3. The nozzles are identified as P3@ t0 1, is also reported in Fig. 4 by the dotted lines. The error
and PJ10 respective[iL1]. The droplets are grouped by size intghtroduced in the calculations is 7 percent and 10 percent for the
N bins, each bin containing; droplets of volumeV; . The volu- PJ8 nozzle and the PJ10 nozzle respectively. With this informa-

metric flow rate of the water droplets is the volume of the particldion. Eg.(8) can be simplified as:

flowing through a given cross section in the amount of time while .oV,
the camera shutter is opéne., shutter speedy). Therefore we Vi =— (10)
can write: o
o By substituting Eq(éo) into Eq.(7), the water volumetric fraction
- can be expressed as:
V==, ® ° P
i=1 nV”\‘/I

The minimum particle size optically resolved is 2Bn. This p= oUA* (11)
means that no droplets with a diameter less tharu@bcan be v
observed with the available equipment. Figure 3 shows that, for _ Y (12)
both nozzle sizes, the contribution of these droplets to the water A*L
358 / Vol. 125, APRIL 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The cross sectional are® is given by the product of the laser 140 4
sheet thickness times the width of the field of view. The lerigth

is the average length of the droplet streaks and it is equal to the
product of the velocityJ and the shutter speed At steady state 100 1
conditions, a set of 30 picture frames of the flow are taken and theQ 80 -
number of steaks crossing the a®a are measured and counted. 2 -
Once the values oh and L are obtained, Eq(12) provides an ¢ 60 B
estimate of the water volumetric fraction. The estimated uncer- 40 P
tainty on the water volumetric fraction measurement is 40 percent. s Data regréssion
This is due to the variation associated with the streak number over ~ 20
the 30 picture frames examined in each sample. The average 0 : : : :
length of the droplet streaks exhibits a variation of about 10 per- 0.0 0.2 0.4 0.6 08 1.0 12
cent about the mean value as noted in the gas velocity section.

B(UD)I/Z [m s-uz]
Volumetric Fraction Via Evaporative Cooling Effect. Con-

sider the steady-state energy balance written for a cylinder ifig- 5 Evaluation of the constant  C experimentally using Eq.

mersed in a hot gas stream laden with water droplets. All t§&5) (Data Regression ) and analytically using Eq.  (14) (Theory).

water deposited on the sensor is assumed to evaporate. Thid}§ dashed lines bound the  £10 percent region about the data

reasonable because the droplets are sparse and the gas tempelrgﬁﬁ? sion.

high. Therefore, there is little chance for a significant water

build-up on the sensor leading to run-off or re-entrainment of the

water in the gaseous stream. The collection efficiengyantifies ~ Wet Temperature Sensor

the number of droplets that will hit the sensor with respect to the Effect of Sensor Size.Conventional temperature sensors do

total number of droplets that flow through the sensor cross S§6t measure the temperature of the gas because they are affected

t|o_na| areg,A. Under these premises, the energy balance can Wsignificant evaporative cooling due to the droplets deposited on

written as: the sensor surface. Equatigh5) shows that for identical flow
conditions(U and B constant), the temperature difference is pro-

pLAUBKA=SNTg—Tw) (13)  portional to the square root of the sensor diameter. A brass sensor

is exposed to a gas flow laden with water droplets. Without chang-

Note that the temperature of the wetted ser{sorwet tempera- ing the experimental conditiong.e., the velocity, the gas tem-

ture), Ty, can be significantly lower than the hot gas temperaturgerature and the water volumetric fracti@even brass sleeves of

Te. Introducing the heat transfer correlation for a cylinder imcreasing diameter are added to the original sensor. As the sensor

cross-flow for Reynolds number of the air streatd-D/vg) diameter is increased the wet temperature detected decreases. Fig-

ranging between 40 and 10002], one obtains: ure 6 shows the results of these experiments in logarithmic scale.
The slope of the linear regression through the po(@t48 versus
e -kgPP3 To—Tw 1/2) confirms the dependency with the square root of the sensor
B=052r ——55— —F— (14) diameter seen in Eq15). Therefore, it seems reasonable to have
kpvg’A JUD

a diameter of the sensor as large as possible in order to achieve a
) good separation between the two temperatures in the numerator of
The parametee considers the enhancement of the heat transfgg. (15) and consequently an increased accuracy in the determi-
coefficient due to the presence of droplets in the gaseous stregifion of the water volumetric fraction.

[13]. This parameter is set to 2 for the conditions typical of the

applications under consideration. Note that the ratio of the thermalEffect of Collection Efficiency. The droplet collection effi-
conductivity and the square root of the kinematic viscosity igiency « is defined as the ratio between the number of droplets
nearly constant over the range of temperatures of corjddqaBy impacting the sensor surface and the number of droplets that
grouping the numerical values and the physical properties in Etjould impact the same surface if they had infinite inertia. Aihara

(14) into a quantityC, this equation becomes: and Fu[15] provide an analytical solution for this problem. They

determined that the collection efficiency solving the equation of
To—T motion for the droplets in the gas flow. The droplet Reynolds
_leT 'w

A= Jop

The constan€ is determined both analytically using Ed4) and
experimentally using Eq15). To determine the value & ana-
lytically, the collection efficiencyk, is set at 0.96 as it will be
discuss later on. Thirteen experiments are conducted for velocities >
ranging between 3 and 5 m/s, volumetric fraction between 3 and 9&'
ppm while using the same sengoe., D is kept constant). Figure

5 makes use of Eq15) to evaluate the evaporative the constant
C. From the data regression shown in the fig@és set to 85K 0.48 Slope
s> m~1] when the water volumetric fraction is expressed in parts

per million. The two dashed lines identify the uncertainty bounds

of =10 percent. With this result, the water volumetric fraction can

be readily obtained once the wet temperature, the gas temperature 4
and the gas velocity are measured. The constaig for water 1 10
droplets in air over any cylindrical sensing element of diamBter D [mm]

provided that complete vaporization of the deposited droplets
takeS p|aC€. |nCIdenta||y, the Value @fdeduced fl’0m the theOfy F|g 6 Difference between the gas temperature and the tem-
is also shown in Fig. 2. This value, from E@{.4) is found to be perature read by a sensor in a hot gas laden with water droplets
102[K s*°m™1]. as a function of its diameter

(15)

100

TeTul®
<
/
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Fig. 7 Collection efficiency as a function of the sensor
diameter

COLD HEATER G

number at its terminal velocity in the air is about 0.4. This is
consistent with the Stokes flow approximation used in their analy-
sis.

The results of the analysis are shown in Fig. 7. The collection
efficiency is plotted versus the diameter of the cylindrical sensg

Fig. 8 Controlling circuit for the ALTEC sensor

rbst transition occurs and, for temperatures above the transition,
e water droplets do not wet the surface. The Leidenfrost phe-
omena have been the subject of numerous investigations. Em-
mersor16]has compared the maximum evaporation time and the
. (Jﬂeidenfrost point for discrete droplets of water deposited on
smooth surfaces of stainless steel, brass and Monel, for various

sensor increases. The study shows that the Leidenfrost point of wat
Recall that increasing the sensor size increases the accurac'fooures: 'he study shows that the Leidenirost point of water
ries with pressure in a way peculiar to the surface material,

the determination of the water volumetric fraction. Therefore, thi di the ‘wettability’ of the heai P v t al
requirement, in conjunction with the two observations above, su epending on the ‘wetlability of the heatng surface. vao €t al.
7] has conducted experiments with water droplets impacting

gest that an optimal sensor size must be identified. thin steel strips kept at a temperature above the Leidenfrost point.

Wet Sensor DevelopmentThe wet temperature sensor is conHatta et al[18] has performed a study on collision dynamics of
stituted of a thermocouple inserted in a cylinder. To avoid edgeater droplets over a rigid surface. In their paper, particular em-
effects, the thermocouple is located at midpoint along the cylindghasis is given to the above Leidenfrost region, for water particles
axis. Aluminum, copper or brass tubes can be used for this pi800—600xm) impinging on porous surfaces. Bernardin et al.
pose. The thermocouple is inserted along the tube axis and ff8] has used high-speed photographic techniques to record the
narrow gap between the thermocouple and the internal wall of thepact behavior of water droplets over a hot aluminum surface.
tube is filled with conductive paste. The portion of the empty tub&he main parameters influencing the heat transfer and the impact
opposite to the thermocouple insertion side, is filled with a solighenomenon are the injection velocity and the surface tempera-
rod of the same diameter of the thermocoufle., 1.59 mm). ture. A similar study by Bernardin et 420] has shown the influ-

On the basis of the results previously obtained, the optimahce of the surface roughness on heat transfer regimes induced by
diameter of the sensor can be chosen so that the time responsaaiter droplets impacting over metallic surfaces.
compatible with the time response of the ALTEC sensor and with These observations are at the base of the ALTEC sensor design.
the restriction to remain in the asymptotic region for the droplémagine a couple of identical heatgidatinum wires)both kept
collection efficiency, while achieving the best measurement accabove the Leidenfrost transition at different temperatures from
racy possible. The ALTEC sensor time response has been estich otherT, andT.. Consider that the heat transfer coefficient
mated experimentally to be 50 seconds. By using aluminum, Wetween the platinum wires in the ALTEC sensor and the hot gas
minimize the response time due to its low heat capacity. A 4.76 inclusive of the radiant heat component. The energy balance for
mm aluminum cylinder yields a time constant of about 30 secondach wire can be written as:
and a collection efficiency in the asymptotic range. With this ar-

under conditions typical of a fire scenario that is for velocities
1-3 m/s and droplet of about 1Q&m in diameter. Two observa-
tions can be drawn(a) the collection efficiency approaches al

2
rangement an approximate expression for the water volumetric Av —h(T-Tg) (17)
fraction for gas velocities between 3 and 5 m/s is given as: R ¢
B~0.09Tg—Ty) (16) The typical arrangement for controlling a single wire heater at a

This means that the volumetric fraction can be obtained with ZQnStant temperature is essentially a Wheast_one bridge, V‘.’ith an
uncertainty of-+1 ppm for a temperature difference uncertainty ofPerational amplifier whose output is proportional to the differ-
+10°C. ence of the voltages between the poitandF shown in Fig. 8.
The operational amplifier controls a bipolar gate power transistor
ALTEC Sensor. Consider a cylindrical heater positioned inso that the ratio of the resistances on the left side of the bridge is
cross flow. For temperatures above 300°C, the power requiredcanstantly equal to the ratio of the resistances on the right side of
maintain the heater at a given temperature above the gas tempéra-bridge. Figure 8 illustrates the adaptation of the original ar-
ture both in dry and wet conditions shows similar trends indicatangement to include the two heaters of the ALTEC sensor. The
ing that the evaporative cooling effect is not a factor. For tempereesistance between poiit and pointG is equivalent to the hot
tures below 300°C, the heater in wet conditions must suppheater in parallel with a circuit containing the cold heater and a
additional power to evaporate the water deposited on its surfacesistorN in series. By insuring that there is no voltage difference
The reason for this behavior is that, at about 300°C, the Leidepetween point& andF, the controller maintains the overall resis-
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Fig. 9 Function g(w) versus w from Eqgs. (22) and (23)

tance of the legeG equal to the resistance of the resistér
Introducing the variablev as the ratio of the voltages across the
cold heater and the resistbl, one obtains:
Rc
Ry
By recalling that the overall resistance of the EG is maintained

equal toRy, one can relate the resistance of the hot wirevtas
follows:

w (18)

Ry w+1 19
Ry W (19) Fig. 10  Sketch of the ALTEC sensor

By assuming that th_e heat transfer coefﬁcie_nt is similar for _both
heaters, Eq(17), written for both heaters, yields the fonowmgggOillO"C_ Figure 11 shows that the data fall in a barl0°C

ratio:
, about the average value. A single point calibration at ambient
w?  AV{ _ _Tu—Tg temperature is used to determine the param&tetin Eq. (24).
w+1 AV2 =w+1= Te—To (20.21)  This test is performed in no flow conditions by exposing the AL-

. ) ) o . TEC sensor to quiescent air. With this information, the calibration
Note that the electrical resistance of a platinum wire is a linegs completed to yield:
function of its temperaturé.e.,R=J- T+K). By combining Egs.

(18), (19), and(21), one can obtain the temperature of the gas as: Te=990w—1060 (25)
Ry K Ry The first set of test is performed in dry conditions and the ALTEC
To=—/W+1-1w—1w?)— —=—g(w)— — readings are compared with the ones obtained from a K-type ther-
J o J J mocouple. Figure 12 illustrates the results. Most of the data fall

(22,23)  \yithin a band+10°C shown by the dashed lines in the figure.
Figure 9 demonstrates that the functional shown in parenthesisTisere are some slight discrepancies at temperature less than
almost linear in the range of interest. Therefore, the gas tempet&80°C. The average error in the range of gas temperature between
ture can be obtained as: 100°C and 200°C is 7 percent. At low temperatures, the ECSAT
Te=Qu+T* 24) flow velocity is quite high compared to the typical ceiling jet

The principal components of the sensor are the electronic circuit

and the measurement sensor. The sensor is constituted of a suppo 250
frame for the two platinum wires as illustrated in Fig. 10. Three
6.4 mm diameter copper rods have been curved and joined to-
gether so that their extremities are equally distant from each other.
The clearance is equal to the platinum wires len@® mm). The

wires are attached to the tip of the three rods. A temperature-
shrinking Teflon tubing insulates the copper rods from each other. &
Similarly, a temperature shrinking Teflon tubing cover keeps the & 150
overall probe assembly together. In our application, the heating +
elements are platinum wires of 0.2 mm in diameter.

200

100 -
Results and Discussion

The value of the slop® in Eq. (24) can be determined experi-
mentally for a variety of conditions. For this reason, about 70 tests 50 1L
are performed both with and without water droplets. The results 11 1.15 12 1.25 13 1.35
are plotted in Fig. 11. The gas temperature is read directly with a
thermocouple for the dry tests and it is inferred from the ECSAT
facility measurements for the wet tests as previously describggy. 11  Calibration curve to determine the slope Qin Eq. (24)
The slopeQ is consistent for all tests and its numerical value i$¢ dry conditions, ¢ wet conditions )

w
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Fig. 12 Comparison between the temperature measured by
the ALTEC sensor and the values read by a thermocouple in
dry conditions

velocity expected in a fire situation. This is due to the necessity
maintaining an adequate one-dimensionality of the flow dow
stream the ECSAT orifice. Therefore, in the ECSAT facility, th
minimum velocity is about 3.5 m/s. Alpef21] provides a func-

tional relationship between the ceiling jet velocity and temper
ture in a fire situation, given a ceiling height and a radial distan

250 -

200 A

150 -

Te- ALTEC [°C]

100 -

50 koo : :
50 100 150 200 250
Te- ECSAT [°C]

Fig. 14 Comparison between the temperature measured by
the ALTEC sensor and the values obtained from the ECSAT
facility in wet conditions  (the methodology to obtain the ECSAT
data is described in the paper )

féfmperature measured with the ALTEC sensor. Also in this case,
r%Tight discrepancies are observed for temperatures below 130°C.
®1ost of the data fall within a-10°C band shown by the dashed

lines in the figure. This corresponds to an average error in the

fange of gas temperature between 100°C and 200°C is 5 percent.
%%he results shown in the figure clearly demonstrate the insensitiv-

from the fire plume impingement point. Figure 13 depicts thgy of the ALTEC sensor to the water droplets and the accuracy of

velocity-temperature relationship for various ratldf the ceil-

ing height and the radial distance. Considering a fire sprinkl
separation of 3 m, these ratios correspond to ceiling heights ra
ing form 6 m to 9 m. The ECSAT experimental conditions are al

the gas temperature readings. The measurement of the gas tem-
Erature in presence of water droplets is not documented in the
en literature. In fact, the approach presented here is the subject
a patent application.

shown in the figure. It is important to consider that in a real \ve can use Eq(15) with both the gas temperature measured
scenario it is unlikely to observe velocities of 3 m/s in absence Qfii the ALTEC sensor and the wet temperature measured with
a hot plume. Therefore, in the ECSAT facility, the ALTEC Sensaf,q thermocouple inserted in the aluminum cylind&76 mm in
occasionally performs at unusually “high-flow-low-temperaturgiameterjto estimate the local water volumetric fraction.
combinations that are not observed in real fire situations. Thes igure 15 compares these values of the volumetric fraction with

conditions are off-design and result in inaccuracies for the lo; e measurements obtained with the previously described optical

valuesw corresponding to these situations since an unusual hi

power output is required by the sensor.

A second series of tests has been performed in wet conditi

thod. The appropriate error bars for each measurement are
shown in the figure. For the optical technique the error estimates

Aere discussed in previously. For the ALTEC sensor measure-

Water droplets are injected through the spray nozzles in the,ng note that the temperatures difference is measured with an

ECSAT facility. The procedure to evaluate the temperature of t
gas in presence of water droplets has been explained previou
The gas temperature determined with this approach is identified

@certainty of=10°C while the velocity is known with an uncer-
nty of 10 percent. The consta@tintroduces an uncertainty of
ut 10 percent thus resulting in the overall uncertainty for the

the ECSAT temperature. Figure 14 compares the gas tempera{y®. yolumetric fraction shown in the figure.
deduced from the measurements in the ECSAT facility with the Note that while the optical method requires steady state condi-

7
¢ ECSAT facility
6 - —H=2
—H=3
54 |
£ e
5
s |
g
1 . : |
50 100 150 200 250

Ts[°C

Fig. 13 Velocity-temperature correlations for a natural convec-
tion plume versus the ECSAT facility operating conditions. The
error bar abound each experimental point represents one stan-
dard deviations about the mean value. The solid lines represent
the correlation by Alpert  [21].
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tions and it is based on the examination of a statistically relevant
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Fig. 15 Water volumetric fraction: values obtained with the
ALTEC sensor versus optical measurements. The error bars
about each point represent one standard deviation about the
mean value.
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number of picture frames, the new method proposed here is only Pr
limited by the response time of the ALTEC sensor. This method- Q
ology is applicable to gas flows where the evaporation rate is R
substantial. Recall that the droplet impacting the wet sensor must Ry
evaporate completely. Therefore, the gas temperature must be rea- S

sonably higher than the saturation temperati@eout 100°C of T
temperature difference for water and)aaf the liquid and the T
liquid droplets must be smallabout 100um in diameter)and AT
sparsevolumetric fractions of about 10 ppmThe available op-

tical techniqueg7,8,9]are applicable to far more general condi- U
tions. Nonetheless, in several applicatiqesy. large fire tests), vV

where optical techniques are impractical to use, a significant num-y/,,
ber of volumetric fraction and gas temperature measurements canyx
be achieved at a reasonable cost with this approach. v

Conclusions AV

A new measurement technique enables the direct determination X
of the temperature of a hot gas laden with water droplets. The Xg
theoretical approach is presented leading to the design of the AL-
TEC sensor. The control and data acquisition features are briefly w

described. A series of tests in dry conditions demonstrate the @&eeks

curacy of the measurements with respect to a standard thermo-
couple. Data from the ECSAT facility are used to infer the value
of the hot gas temperature in the presence of water droplets. The X
hot gas temperature is also obtained with the ALTEC sensor. The
measurements compare favorably in both cases over the range of
conditions typical of fire scenarios. The feasibility and accuracy of
the measurements obtained with the newly developed ALTEC ¢
sensor are proven and quantified. P
A new methodology to measure the evaporative cooling effect
due to water droplets in a hot gas flow is presented. Theoretical ?

Prandtl number Pt ug cg/pg

slope in Eq.(24) [°C]

electrical resistanceEOhm]

resistanceN (See Fig. 8) Dhm]

sensor heat transfer surfajge?]

temperaturg°C]

intercept in Eq(24) [°C]

temperature difference between the asymptotic tem-
perature distributions in dry and wet conditidi€]

= gas velocity{m s

volumetric flow ratefm? s™1]

mean droplet volumém?®]

averaged mean droplet volurfie®]

volume correspondin3g to-th diameter class of the
droplet distributionm®]

voltage differencg\olt]

adjusted axial distance along the diict]

distance of complete evaporation of the water drop-
lets from injection[m]

resistance ratio as defined in E48)

= water droplets volumetric fraction

collection efficiency

latent heat of evaporatidid kg ']
exponent in Eq(4)

dynamic viscosityfPa s]

heat transfer enhancement factor
density[kg m™ 2]

video-camera shutter spegs]|
kinematic viscositym? s~

considerations couple the gas temperature and the wet temperaguperscripts/Subscripts

measurements with the determination of the water volumetric

fraction in the gaseous stream. We provide the design details for C
the wet temperature sensor. The measurements obtained with this D
novel technique compare favorably with those obtained with a G
conventional optical method for applications where the droplets H
evaporation rate is significant. L

w
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Marangoni and Variable Viscosity
Phenomena in Picoliter Size
m.vieel § Solder Droplet Deposition

. Haferl
S. Hafe This paper focuses on the effect that surface tension (Marangoni phenomenon) and vis-
Y. Ventikos cosity dependence on temperature has on the spreading, transient behavior and final
post-solidification shape of a molten Sn63Pb solder droplet deposited on a flat substrate.
D. Poulikakos A Lagrangian finite element formulation of the complete axisymmetric Navier-Stokes
g-mail: dimos.poulikakos@ethz.ch equations is utilized for the description of the droplet behavior. Linear temperature de-
pendence for the surface tension and an exponential dependence for the viscosity are
Laboratory of Thermodynamics assumed. The initial droplet temperature is varied in 50 K steps from 200°C to 500°C,
in Emerging Technologies, whereas the substrate temperature is kept constant at 25°C. This varies the initial Rey-
Institute of Energy Technology, nolds number Rgfrom 360 to 716 and the Marangoni number Ma frer® to —49. The
Department of Mechanical initial Weber number Wgand initial Prandtl number Pg are for all cases O(1) and
and Process Engineering, 0O(102), respectively. The impact velocity and the droplet diameter remain unchanged in
Swiss Federal Institute of Technology, all cases examined at 1.5 m/s and 80 microns. A major finding of the work is that,
ETH Center, 8092 Zurich, Switzerland contrary to intuition, the Marangoni effect decreased droplet spreading monotonically.
Due to the Marangoni effect, the mechanism that arrested spreading is the surface tension
and not the beginning of freezing. Droplet receding during recoiling was aided by the
Marangoni effect. On the other hand, the change of viscosity with temperature showed no
significant influence on the outcome of the droplet impd®OIl: 10.1115/1.1532014
Keywords: Droplet, Heat Transfer, Interface, Microscale, Solidification
1 Introduction Cao and Wang et aJ5]. Khodadadi and Zhanjg] observed en-

Free surface flows with thermal transport play an important ro rangoni convection with Ma o®(10°) and Song and L[7]

in a wide range of modern technical applications, such as s .
g PP ! P eported that internal droplet flows are often caused by surface

deposition, injection, casting, welding, soldering or extrusion pr ension forces rather than by buoyancy forces. These authors ex-
cesses, Maronnier and Picasso ef{ & In recent years, there has . S by yancy s X
icitly stated a significant influence of Marangoni convection on

been an incre_asing inte_rest in micro-scale liquid transport, Wiﬁie fiuid dynamics of the molten metal, even for rather small
many appllcapons ranging from M.EM.S to the m_anufact_urlng rangoni numbers. Ehrhard and Dajégd aiscussed the spread-
microelectronics. Free surface motion is in many interesting ca H‘§ of droplets on a horizontal plate under the presence of ther-
complex ar_1d influenced by a large _number O.f parameters. Tmocapillary forces, based on the lubrication theory. This work was
understanding of the underlying physics lends itself to many fu'é'xtended by Braun and Murray et 48] to account for solutal
dalrr?etmgl égﬁ‘iesggitr:(;nzleposition of molten picoliter size Sold%/larangoni effects in Pb-Sn alloy droplets with Ma of

’ (101)-0(10°?). Both investigations reported a reduced

droplets with diamete© (100 um) upon a flat conductive sub- o .
strarie is examined there(by f(’;:uiing on the effects of a tempe! reading if the dr_oplet IS heated_from the substrat_e_l_Jnderneath.
’ e accurate prediction of spreading and of the solidified droplet

ture dependence of surface tensi@emperature-induced Ma- . ) . S Lo :
shape is of importance in many applications in microchip manu-

rangoni effectiand viscosity. facturing to ensure the reliability of the process, Waldvogel and

Earlier_ numerical ?“d experimental in\_/estigati_ons have Shov}g})ulikakos[lo]. To the best of our knowledge no work on inertia
that the impact velocity and surface tension are important para, minated droplet impact flow combined with Marangoni convec-
eters determining the fluid mechanical behavior of the droplﬁ n has yet been presented in the open literature
upon impact within the parametric domain of solder jetting pro- The numerical investigation herein is based on .the Lagrangian

cessels[zﬁ.s]. The low |cr:npa(_:(tj V?IOC':;]ES .dD (1tm/s) enfsurefthattformulation of the axisymmetric, unsteady Navier-Stokes equa-
no SF; asthlng ocg:lurs. onst ET'”Q fe Imtpor ance o sur: ace %b'ns, and the energy equation, which are discretized utilizing the
slon for the problem, a vanable suriace 1ension may change 8% eryin finite element method and a deforming, non-adaptive
spreading behavior of the droplet markedly. ﬁ]

I%j’;;ced melting in molten metal drops due to temperature-induced

N literat flect th d for further clari iangulation mesh. The implementation employed extends the
umerous literatureé sources retiect tn€ need Tor Iurther clarathoqology of Haferl and Butty et aJ3] to account for the

cation of both, temperature- and concentration-induced Mﬂa’mperature dependence of the surface tension and viscosity.
rangoni effects, especially in small-scale applications. Monti an

Savino et al[4] identified experimentally a reduced wetting of a

silicone droplet on a flat substrate caused by Marangoni velocities . . . i

at the free surface, which entrain surrounding air between te Surface Tension and Viscosity Correlations

droplet and the substrate. Solutal Marangoni convection is pre-Variations in surface tension cause a force acting tangentially to
sumed to be of crucial importance in solidification processes leatte surface considered. Gradients in surface tension originate from
ing to phase separation or to local concentration changes in allog$en Boer[11])

Contributed by the Heat Transfer Division for publication in th®URNAL OF * a temperature gradient, causing a thermocapillary effect

HEAT TRANSFER Manuscript received by the Heat Transfer Division April 22, 2002; * & Concen_tration gra_dient, causing a destillocapillary effect
revision received October 11, 2002. Associate Editor: V. Prasad. « an electrical potential
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Since Sn63Pb is an eutectic alloy, we concentrate in the following 0.003 prror T T T T T T T
on the thermocapillary effect, assuming that neither a marked con- E ]
centration gradient through a non-eutectic solidification nor an 00028 -\ Eq.(6)
electrical potential is involved in the solder droplet deposition - ‘~\ -===-Eq() ]
process. 0.0026 = \ E
Based on an atomistic approach, Fow]l&2] performed a sta- —_ - 3
tistical mechanics analysis of the relation between surface tension & 00024 & ]
and intermolecular forces acting at an interface. Witfor the & oozE 3
distance from the surface, the surface tension coefficiaran be * - C ]
written as: g‘ 0.002 _ E
(53 o ]
_T o " 4 £ ooots | 3
y_gpm o g(r)ar¢(r)r dr (1) . E
0.0016 | -
The particle number densitp,,, the pair correlation function . ]
g(r) and the pair potentiafp(r) are depending on temperature, 0.0014 E
which supports theoretically and from first principles the tempera- E. T T T T T T
ture dependence of surface tension. OO g0 200 240 280 G20 360 400 440 480 520

Using Eq.(1), it can be shown that Macleod’s empirical for-
mula, Eq.(2), for surface tension is supported by the theory of

statistical mechanics and thermodynamics, whggeandpyap@re  rig. 1 Comparison of different correlations for viscosity n
the densities of the liquid and the vapor phase.

Temperature T [°C]

Y= COI’]S(p"q - pvap)4 2

In verifying Eq.(2), the approximation is used that the difference

in density is proportional to the square root of the difference be-
tween the critical and the current temperature of the fluid. There-
fore one can write:

Hsoider™ MppT Xsr Lsn— Hpp)

0.08849pg,
_ 105,13
Msn=2.75-10°pg, exp( T1273

0.0863 ppp

— -5 1/3

V= COnS(TC_T)Z (3) MPb_25410 Ppp eXF{ T+273 (8)
The assumptions made upon de.ri.ving ER). limit the validity to _ por="7.14210P—0.6127 T

a narrow range close to the critical temperature. More applied

expressions replace the square exponent by a parametdrich ppy=1.109-10*—1.3174T

was shown to be reasonably _close . ur_lity for organic and Othﬁﬁis set of equations provides the viscosity of solddia s| for
compounn_js _by Jaspg3]. This correlat_lo_n IS also_ 'commonlythe case where the temperatufds in [°C]. Figure 1 shows a
used for liquid alloys as solder and sufficiently verified with exéomparison between E@6), (7), and(8) for solder Sn63Pb and
t h th ¢ tensi dient i red . e parametric domain of 180°C to 500°C. Good agreement be-
perature, where the surface tension gradient is notedag) tween the microscopic approach using Fowler’s and Born’s deri-
_ _ vations (Eqg. (6)) and the exponential equation for viscosifyq.
7= Yeert (ArY)red T Trer “) (7)) is found. The more sophisticated approach for mixtuees.

Born and Greerj14] derived an atomistic expression for vis-(8)) deviates somewhat from the two previous equations, particu-
cosity u based on a generalized hydrodynamic equation descriBtly in the temperature range close to the solidification tempera-
ing the mean motion of a cluster of molecules. Using the af}re where it emphasizes the increase in viscosity. The general
proaches of Fowler, Born and Green, Eqif5] pointed out that agreement between the microscopic and the macroscopic ap-
there is a fixed relation between surface tension and viscosigjoach validates the microscopic approach, which leads surface

since they have similar microscopic origins: tension and viscosity back to the same intermolecular origin. This
justifies the simultaneous consideration of the temperature depen-
16 m dence of surface tension and viscosity in this study. Equaon
n=—\/——v (5) was implemented in the simulations since it provides the most
15 Vkr realistic approximation of viscosity progression within the tem-

- perature domain considered, especially close to the solidification
In Eq. (5), T is the absolute temperaturk; is the Boltzmann temperature.
constant, anen the atomic mass. Using E(B) in Eq. (5) suggests  Despite its wide employment in the manufacturing of electron-

that viscosity is related to temperature as follows: ics, it is cumbersome to find complete tables of thermophysical
C1a 32 data for solder Sn63Pb. However, the thermophysical properties
pm=constTe T 7=T7) (6)  used in this investigation and provided in Table 1 for a reference

Equation (6) is again restricted for a narrow range close to th'ﬁ\emperature of 260°C are carefully chosen and attuned to several

1 ; ) . .. Iliterature sourceg,18—22].
critical point, according to the assumptions made upon deriving
Eq. (3). Furthermore, Eq5) is derived for pure substances and is
not necessarily valid for alloys. Experiments suggest to assume&n Governing Equations and Solution Procedure
exponential function for viscosity in the range of a reference point

with viscosity u,.; and viscosity coefficient, Eq. (7): 3.1 Set of Equations. The axisymmetric mathematical de-

scription of the problem in a dimensionless Lagrangian form of
1= et €XH — k(T—Tre0) ] (7) the Navier Stokes equations, £§)—(12), was discussed in depth
by [3]. Here, the equations shall only be repeated briefly for the
Koke [16] discussed a more sophisticated approach for viscosigke of completeness. Only the necessary extensions to account
especially for alloys, in particular solder. It is based on the woror the Marangoni and viscosity phenomena are described and
of Thresh and Crawlej17]and can be cited as follows: discussed with more detail.
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Table 1 Thermophysical properties of Sn63Pb @ 260°C

Surface Surface Heat Thermal Latent Heat Melting
Density Viscosity Tension Tension Slope Capacity Conductivity of Fusion Point
Symbol p 3 Meref Vref dr, Cp K L Tm
Unit [kg/m’] [Pa-s] mN/m] [MN/mK] [J/kgK] W/mK] [J/kg] PC]
Liquid 8218 0.002237 498.53 -0.214 238 25 42000 183
Solid 8240 - - - 176 48 42000 183
1/1 o r z u .
D,P+ — éR(RU)+¢92V =0 Continuity 9) R=—, Z=-—, U=—, Coordinates
M do dO Uo
1 o o Ty v -
DTU_ ﬁﬁR( RO’RR)_ﬁz(TRZJF ?:O R-Momentum (10) V= U_’ Velocities
0
1 _ . 1 t p— pamb .
D,V— = dr(Rory) —d70,,— =—=0 Z-Momentum (11 = , P= ; Time, Pressure
R Fr do /Uo pUO
13)
2 (1 i =(oii+ 8 po)/ pv? Stresses
D.0,— — | = dp(RIRO,) +320,|=0  Energy I
Pe|R o
Ti—min(T1,0,T2,0
) Q=T Temperatures
i=1 Droplet T10~T20
i=2 Substrate A sketch of the problem, including the definitions of the coordi-
nates, is shown in Fig. 2. The dimensionless stress components
The dimensionless parameters are defined as ojj in the momentum equations are defined as follows:
|
- T U-_F\’Z O O-RR:_PJ'_ R_eﬁRU, (TZZ:_P+ R—e&zV
T= 14
! OrRz 0zz e - 2 U - 1 (14)
0 0 oo 0'99:*P+ %E, URZ:R—e(0ZU+3RV)

whereT is the dimensionless stress tensor. The characteristic dRe conservation equatidf)—(12) for mass, momentum and en-
mensionless numbers of the problem are the initial Reynold®gy are spatially discretized with a Galerkin FEM description.

Froude, Mach, Weber and Peclet number defined as: The derivatives of the stress tensor components in space can be
5 avoided and change into a projection of the stress tefismnto
~ prodo _ Yo _ Yo the outer surface normal. Circumventing these derivatives, a vari-
T ouo Fr= @' M= c able viscosity can easily be incorporated by employing a local
(15) Reynolds number for each element, no additional term is intro-
pdoV(z) dovg duced in the numerical form of the momentum equations. The
= Pe=Rey, Pr()i:Ti local Reynolds number is simply defined as:
where «; represents the thermal diffusivities of the different re- Re:PVOdO (18)
gions (=1 droplet,i=2 substrate). The dimensionless initial and )%

boundary conditions have the following form: where the local viscosity is computed with Eq(8).

4
U=0, V=—1, P=——

7=0: Wey '
@120, @2:]. zZ) — SiSmax=1

R=0: U=0, dgrV=0, dr®=0 (16)

Z=0: U=V=0
Since the impact velocity of the droplet is small in the solder Splat
jetting technology applications we are interested in, splashing is
prevented. The initial substrate temperature is equal to the sur- Interface layer /o Substrate
rounding temperature and both, the free surface of the droplet and
the substrate are considered to be adiabatic, which mathematically SiSmax=0 R y
reads: L

VO;-n=0 a7 Fig. 2 Sketch of the impingement process
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The weak formulation of the momentum equations in this ap-
plication reads:

Tl o)
f¢kDTV‘+I~V¢k+¢k-( T )dQ:f ¢y Tdl
Q - r 90 B

(19)

For elements at the free surface, the right hand side of(E%).

can be rewritten according to Landau and Lifsfiz3], Chap. VII: Maximal change of tangential vector

Regular change of tangential vector

Fig. 3 Maximum change of tangential vector

1T=-2 H i 20

T W 2 (20)
This formulation includes a variable surface tension, since a vari- 1 7 Vet (@m)edT-Tep) 1
able Weber number We, and an additional surface tension gradient We pdord pdor? “ We
term is introducedH=H/d, is the dimensionaless curvature,
whereH is given by: 1 Ma

:Werf"—ﬁ(@_@ref) (25)
el

’

l - 22 1+ (r ,22 z r, Z a»  (21) The maximum values of the two terms on the right hand side of
r2-[(r')"+(z')7] 2-[(r")+(z')7] Eq. (23) will be estimated and compared for the case of highest
. . o ) . ) superheat temperature. The first term will be referred to as
The primes in Eq(21) indicate differentiation of the coordinates | gpjace term, the second as Marangoni term. Using the first

andz with respect to the arc lengghof the free surface. Frenet formula for curvature, one finds for the Laplace term:
As discussed in section 2, a variable surface tension can

H=

assumed to be a linear function of temperature. Using &g Eq. i|2ﬁ|_ 10 O o b Y
(20) becomes: We “WwWelR N=wel R
T H < e 26
A-T= =2 A (A7) eV T/pod (22) =We| Ry "I lmax (26)

) . . . ) wheret denotes the tangential vector along the surface with arc
Introducing the Marangoni number_Ma and using the d'mens'oﬂéngths and itsz-component,. The primes denote again differ-
less temperatur®, one further modifies: entiation with respect to the arc length. The minimum radys,

is equal to the grid size, here equal4s,,,=0.02. For the case

—— H_ Ma R— 0 thez-component of the tangential vector also vanishes due
nT=-2 Wen+ R_eOVG) (23) 1o the symmetry condition. Applying de I'Hital's rule:
Rey (dry)eTao T2d im (2= tim |2 im |2 )< e g
Ma= —— (24) t, r-0l Rl reol R RooltR ASnin
Wey Yo 27)

The Weber number We in E@23) differs from the initial Weber The last expression in ER7) refers to the fact that the tangential
numberWe, expressed in Eq17) and has to be defined locally vector can at most change its direction by 120 deg from one
like the local Reynolds number. With EG}) one finds: element node to the other, Fig. 3. It is assumed that the largest

Table 2 Parameter variations in simulations

Tl,D ®ref ®m SHP RQ'ef Weref Maref
Run w=1(T) [°C] [-] [-] [-] [-] [-] [-]
Al No 200 1.3429 0.9029 0.09189 360.97 2.8927 0
A2 No 200 1.3429 0.9029 0.09189 360.97 2.8927 -9
A3 Yes 200 1.3429 0.9029 0.09189 360.97 2.8927 -9
Bl No 250 1.0444 0.70222 0.29778 427.65 2.9545 0
B2 No 250 1.0444 0.70222 0.29778 427.65 2.9545 —13
B3 Yes 250 1.0444 0.70222 0.29778 427.65 2.9545 —13
C1 No 300 0.85454 0.57455 0.42545 491.85 3.019 0
C2 No 300 0.85454 0.57455 0.42545 491.85 3.019 -19
C3 Yes 300 0.85454 0.57455 0.42545 491.85 3.019 -19
D1 No 350 0.72308 0.48615 0.51385 552.78 3.0864 0
D2 No 350 0.72308 0.48615 0.51385 552.78 3.0864 -25
D3 Yes 350 0.72308 0.48615 0.51385 552.78 3.0864 —-25
E1l No 400 0.6267 0.42133 0.57867 610.25 3.1569 0
E2 No 400 0.6267 0.42133 0.57867 610.25 3.1569 —33
E3 Yes 400 0.6267 0.42133 0.57867 610.25 3.1569 -33
F1 No 450 0.55294 0.37177 0.62824 664.98 3.2307 0
F2 No 450 0.55294 0.37177 0.62824 664.98 3.2307 —40
F3 Yes 450 0.55294 0.37177 0.62824 664.98 3.2307 —40
G1 No 500 0.49474 0.33263 0.66737 716.17 3.308 0
G2 No 500 0.49474 0.33263 0.66737 716.17 3.308 —49
G3 Yes 500 0.49474 0.33263 0.66737 716.17 3.308 —49
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Fig. 4 Change of spreading with increasing droplet superheat

(bold dotted line: constant viscosity and surface tension; thin

dashed line: constant viscosity and variable surface tension; bold solid line: variable viscosity and surface tension ): (@ Ty
=200°C; (b) T1,=250°C; (c) T,,=300°C; (d) T1,=350°C; (€) T;,=400°C; (f) T1,=450°C; and (g) T1,=500°C.
resolvable free surface curvature is the curvature of a circle en- (Laplace max 1 Reg
closing one triangular element. However, with this and &) m&v Wemzs (30)
one can estimate: 90N max
j— 2V3
We|2H| (ZHt e ~ We Asmm (28) Equation(30) indicates that the Laplace term and the Marangoni
The following i lity i lid for the M . ) term are often of the same order of magnitude, especially if the
e following inequality Is valid for the Marangoni term: strong overestimation of the Laplace term in E2B) is taken into
IMa] O ax account. Therefore, incorporating the Marangoni effect in the
—VO HV()||\ —%2- As (29) model is worth pursuing.
'min

To circumvent the problem of singularity caused by enforcing
The maximum temperatur@max which can occur is equal to 1. both, the boundary conditions of a moving contact line and a
With this one finds for the ratio between the Laplace and theo-slip condition, the Navier-slip condition is introduced at the
Marangoni term: contact line, Baer and Cairncross et [@4]:
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Fig. 4 (continued )
. 1. . jetting (free surface oxidation would effect the Marangoni convec-
A-T-t=—-V-1 (31) tion as mentioned by Arafune and Sugiura eta6]).

In Eq. (31), i and{ are the normal and tangential unit vectors, 3-2 Numerical Solution Procedure. The Navier-Stokes
respectively. The Navier-slip length is assumed to be of the €quations in the weak formulation were spatially discretized using

orderO(10~2) as stated in the same reference. One has to keegitangles and linear shape functiog,k=1,2,3. The commercial
mind that this condition only limits the fluid stresses at the contaf1€shing tool Hypermesh® created the non-adaptive grid, whereas
line. The temperature dependence of wetting is not taken i@ automatically initiated remeshing was executed if one of the
account. internal element angle@; exceeded the range of 15 deg;

The solidification process was numerically modeled by settirg 130 deg through distortion during the transient impact process.
the velocities to zero when a grid point reached the solidificatiolhe Bach-Hassager iterative scheme was used for solving the
temperature. The release of the latent heat of freezing was inclsectional time step of Eq$9)—(11), describing the fluid dynami-
porated utilizing the ‘exact specific heat method,” Bushko aneal behavior, Bach and Hassagei’]. Convergence was consid-
Grosse[25]. An inert gas atmosphere was assumed to suppresed as being reached in the fluid mechanical part, when the rela-
oxidation of the free surface, as it is indeed the case in sold@re changes of the velocities and pressure values were less than
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in spreading behavior, since spreading was modeled by connect-
ing a node from the droplet free surface to the substrate. The
accuracy of the spreading prediction is therefore in the order of

the distance between two neighboring free surface nodes. Each
case required a total CPU time of about 28LHGHz, Pentium IlI)

to complete 50,000 time steps. A number of simulations were

performed in order to ensure mass and energy conservation. For
the mesh density and time step utilized, both mass and energy
were conserved within a final error of less than 1 percent com-

pared to the initial values. Furthermore, it was verified that the

final droplet shape is sufficiently independent from the mesh size

to match the accuracy of those results presented in previous stud-
ies [3]. The chosen time step did not show an influence on the

final outcome of the solidified droplet.

4 Results and Discussion

4.1 Parameter Variations. In order to investigate the ef-
fects which the temperature dependence of surface tension and
viscosity has on the spreading, the transient behavior as well as on
the end shape of the droplet, simulations were performed utilizing
different values of droplet superheat. The initial droplet tempera-
ture was changed from 200°C to 500°C in steps of 50 K, causing
other parameters to change as well, according to their definition in
section 3. The droplet impact velocity was kept constant at 1.5
m/s. The initial droplet diameter also remained unchanged at the
typical value for solder jetting of 8@um. However, due to the

solved as a sub-step, based on the velocities obtained at the enchefinge of the initial droplet temperature, the initial Reynolds, We-
the fluid-dynamic sub-step, using the Crank-Nicholson schentger and most importantly the Marangoni number changed from
To account for the coupling of momentum and energy equati@ase to case. Table 2 summarizes the simulations performed and
through the temperature dependence of surface tension and Wig corresponding parameter values.

cosity, the dimensionless maximum time step was chosen within Table 2,SHPis the so-called superheating parameter, which

104

sufficiently small to avoid unacceptable errors in both, thstates the degree of superheating of the droplet above its melting

fluid mechanical solution and the thermal solution. A further reemperature of 183°C, E@32).

duction of the time step to decrease the maximal possible surface
tension and viscosity change within one time step did not show
improved results but strongly increased the needed computing

(32

time. Moreover, the maximum time step was automatically R,

duced in sub-iterations if convergence problems occurred.

All simulations were performed using a fine grid of about 650
elements created with 3500 nodes. The average element len
was about 0.02, which is 1/200 of the initial droplet diameter. ThIS 4.2

=1-SHPis the dimensionless melting temperature &hg
5» the dimensionless reference temperature corresponding to the
|r|'[11en3|onal value of 260°C.

Influence of Thermal Marangoni Effect. Considering

high refinement was chosen to resolve even the smallest chantesdroplet post-solidification shapes in Fig. 4, every figure com-
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Fig. 6 Vorticity and relative change in surface tension at time

properties (Ma=—49).

Journal of Heat Transfer

7=0.3 for: (a) invariant; and (b) variant thermal

APRIL 2003, Vol. 125 / 371

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T 0.75

Surface wave

/
r 105
_— S/Smax = 0.5
" - Negative vorticity N
Positive vorticity 025
r X Zoomed below - 0.
Entrainment /
Contact line — 1.5m/s
=X . IR
0 0.25 05 0.7 1 1.25
R
(a)
_5 40.2
8
b N
[ 40.1
o
$ o
S & =
’ 3 687 9709
. ST, . 5
0 0.1 0.2 0.3 R 0.4 0.5 0.6 0.
(b)
L 10.2
N
I 4 0.1
0 o

(0

Fig. 7 (a) lllustration of spreading mechanism  (left) and surface velocity vec-
tors (right) at time 7=0.3; (b) vorticity field without Marangoni effect, 7=0.3;
and (c) vorticity field with Marangoni effect, Ma=—49, v=0.3.

pares the end shapes of three cases: One with con(gtdepen- which is within the numerical accuracy of the spreading predic-
dent of temperaturegurface tension and viscositpold dotted tion as outlined prior. The change in spreading also influences the
line), one involving only the Marangoni effethin dashed line) final shape of the droplet: Increased spreading accumulates mass
and the third accounting for both, a change of surface tension andthe outer regions close to the substrate, whereas reduced
viscosity with temperaturéold solid line). The spreading for the spreading enhances the recoiling and the final height of the solidi-
constant property cases increases slightly with droplet superhfadl droplet. Following this trend, the end shapes for the constant
but is practically constant. This has to be expected since the property cases are wider and flatter, whereas the droplet final
creasing wettability with higher temperature is not modeled by tlehapes for the temperature dependent properties are narrower and
Navier-slip boundary condition as mentioned earlier. On the othtiler.

hand, the spreading decreases by approximately 20 pef@edt The reduced spreading with increasing absolute Marangoni
with this the contact area by up to 34 pergemtween 200°C and number is a counter-intuitive result. One can easily verify with
500°C initial droplet temperature if a variation of both propertiekq. (23) that the direction of the Marangoni force points towards
with temperature is included, Fig. 4. The change of viscosity hadlee substrate, since the Marangoni number is negative and the
marginal influence on spreading as can be seen comparing témperature gradient is positive. In other words, the surface tem-
case of a variable surface tension and a constant viscosity and pleeature is lower closer to the substrate causing a higher surface
case with both thermophysical properties as a function of tertension and a pulling force directed to the substrate. One would
perature. Plotting the contact line radiksontact versus the ab- expect a surface flow in the direction of the contact line, thereby
solute Marangoni number; Ma, shows a monotonic decrease oficcumulating mass and actually enhancing the spreading. In fact
the spread radius with increasing Marangoni effect, Fig. 5. Thike opposite is observed, spreading is reduced. To further clarify
clearly indicates that the thermocapillary forces cause the redudbis counter-intuitive result and the influence of the Marangoni
spreading. The small deviations from the main trend in some casdfect on the droplet spreading, a detailed investigation of the
shown in Fig. 5 have the order of the side length of one elemenmrticity evolution w inside the droplet was performed.
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Fig. 8 (a) Contact line freezing time versus absolute value of Ma-number; and (b) contact line freezing time versus
superheat temperature.

The vorticity, Eq.(33), was calculated with a finite element n A
approach and a linear interpolation function for each element, wnodeZE ni' Welt | (35)
Eq. (34). i=1 '
24 A
w=dgV—d;U (33) =1

Figure 6 shows the vorticity and the relative change of surface

> > tension,G, along the droplet surface for consta(#), and vari-
welt,izz1 Vidroi— .21 Uidz i (34)  able, (b), surface tension and viscosity, respectively.
The vorticity of a node surrounded byelements was equated tol G=2"" 100 percent (36)
the area average of the vorticities of the surrounding elements: Vref
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Fig. 9 (a) Droplet spread radius; and (b) droplet top center of symmetry as a function of time .
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Table 3 Reason for contact line arrest upon spreading an undisturbed downward travel in ttxedirection. Neither the
travel speed nor the amplitude of this wave is affected by the

Ma Contact line arrest due Contact line arrest due Marangoni effect.
to freezing to surface tension Itis actually easier to first focus on the case without Marangoni

0 ° effect to further understand the mechanism affecting the spreading

-9 ® behavior of the droplet: The vorticity at the free surface is slightly
positive for this case, as it can be seen in Fidp),/whereas the

-19 (@) (@) - M L .
—25 P vorticity of the fluid in the wall region is always negative for all
-33 [ ] cases, independent whether the Marangoni effect is incorporated
:Z‘g : or not, since it is initiated by the wall friction. These counter-

rotating vorticity regions entrain fluid, which they squeeze and
direct towards the contact line region, as it is illustrated on the left
hand side of Fig. 7(a). On the other hand, the positive vorticity at
the free surface cannot be seen in the case accounting for the
Marangoni effect: Figure (€) shows the vorticity field for Ma
=—49 at the same time step as in Figb) r=0.3. Therefore,
Eermocapillary forces weaken the effect of fluid entrainment to

The surface lengthlarc length) starts from the contact line
(S/Shax=0) and ends at the centerline of the dropl& §,ax

=1). The case chosen corresponds to maximum superheat
dimensionless timer=0.3. The strong correlation between th}Z

eacontact line, since the vorticity at the free surface in the con-

Marangoni force and vorticity across the surface is clearly o act area is changed to negative values. The clockwise rotation of

served. The Marangoni effect reduces the vorticity to even ne € ﬂOW in this case acts aga_linst the on_coming inertia flow, henc_e
tive values at the free surface close to the contact line. This cPP0Sing the radial flow. This mechanism causes a reduction in
servation enables us to provide an explanation for the reduction pplet §pr§ad|ng as ob§erv§d in Fig. 4 and F'g.'. 5. .
spreading with increasing Marangoni effect: The Marangoni force CONsidering the freezing time of the contact liie., the time

is surely directed towards the substrate but instead of causing"¥Ren the contact line is arrested by freezifgFig. 8(a), one can
actual mass flow towards the contact line it only initiates a cloc€® that the contact line is still moving up to three times longer for
wise fluid rotation close to the free surface. This is understandati¢ highest Marangoni number compared to the lowest Marangoni
since the magnitude of radial flow inertia is large compared to th&imber. Again, the effect of variable viscosity is not significant.
Marangoni effect, even for large absolute values of the Marangcfﬁﬂ the_ o_ther hand, this increase in arrest time of the contact Ilnt_e is
number. The peak in vorticity at leng8iS,,,,=0.5 is caused by a less dls_tlnct for the cases exc_ludlng the Marangoni effect, I_:l_g.
strong change in the curvature of the droplet surface. This is fi§#b). This leads to the assumption that the strong surface vorticity
ther verified with the right hand side of Fig(&j, where a depic- caused by the Marangoni force close to the substrate extends the
tion of the surface velocity vectors is provided for the same stiotion of the contact line to longer times through additional con-
perheat and time step. Fluid above the surface buckiBiG{, Vective heat flux to the contact area, delaying the beginning of
=0.5) is still moving downward, whereas fluid below this regiofireezing. This statement is supported by Figa)9 showing the

is already deflected by the impact on the substrate, causing a raigigporal contact line evolution for the highest superheat tempera-
change of the velocity directiofi.e., a strong vorticity. Examin- ture. The spread radius for cases with and without Marangoni
ing several frames at different time stept shown here for force has an almost identical development until the tire0.5.
brevity), it was determined that this point of changing curvaturéhe droplet recoiling starts after this time value, Figb)9 It is

also marks the end of a surface wave. This wave travels along thdy for the Marangoni cases that the recoiling leads to a strong
surface towards the centerline. It also explains the slightly devieceding of the droplet and to a reduction of the spread radius.
ated velocity vectors on the surface above the point of changikgnce, the thermocapillary forces seem to promote this droplet
curvature compared to those inside of the fluid, which are still aeceding during recoiling. Table 3 reports the mechanism found
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Fig. 10 Evolution of surface temperature (&) and surface tension in time  (b)
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Fig. 11 Streamlines and isotherms in droplet at

to surface tension forces for large absolute Marangoni numbers,
whereas the contact line was arrested by the onset of freezing for
small absolute Marangoni numbers. Thermocapillary forces sup-
. port droplet receding after the initial spreading, which also leads
to a stronger recoiling phase. The final post-solidified droplet
shapes were shown to be narrower and taller for large absolute
i Marangoni numberémaller contact area affecting bondjirmpm-
pared to the constant surface tension cases. The effect of viscosity
variation was found to be minor.

Nomenclature

Latin symbols

for the contact line arrestend of spreadingfor different Ma-
rangoni numbers. The onset of freezing stops spreading for the d
cases with small absolute Marangoni numbers since no significant Fr
recoiling occurs. This is the same behavior as for cases without g
the Marangoni effect and therefore expected to eventuate. In con- G
tradiction, the stronger thermocapillary forces for larger absolutéd, H
Marangoni numbers lead to a strong droplet recoiling after the k
first spreading and especially before freezing can occur. The k
mechanism that arrests spreading for larger absolute Marangoni L
numbers is therefore the surface tension instead of the beginning M
of freezing. m
As outlined in the previous paragraph, the Marangoni effect Ma
influences primarily the droplet spreading and the initial recoiling n
phase, until the dimensionless time is approximately 1.0. Figurep, P
10 shows the time evolution of surface temperat(ag, and sur- Pe
face tension(b), from 7=0.1 tor=1 along the surface length for Pr
the case of variable surface tension and viscosity and for the high+, R
est superheat temperature. It is demonstrated that a noticeableRe
temperature and surface tension gradient exists primarily only s, S
close to the substrate, initially imposed by the boundary condi- As
tions. The local droplet temperature and with it the surface tensiorGHP
are approaching uniform values as time increases. This corre- t
sponds to a progressively decreasing Marangoni effect. t
The surface temperature along the surface length is increasing T
monotonically with arc length for all times considered except for  y
7=0.6. In this case, the surface temperature increases within thg, v
rangeS/Sy.=0 till S/S;,,,~0.6, whereas it decreases again be- e
yond S/Sy,~0.6. This behavior can be understood when the 7 z
droplet shape for this time step is considered, Fig. 11. The droplet
is at the end of the initial spreading process and starts to rec
The surface region close to the symmetry ax@&S,,~1) is
thereby closer to the colder substrate than the surface at interme-
diate values of5/S;,,,. Due to the cooling effect of the substrate,
the maximum in surface temperature does not occur at the center
of symmetry.

5 Conclusion

A numerical investigation was presented studying the effects of
thermocapillarity and viscosity variation with temperature for the
deposition of picoliter size solder droplets on a flat substrate.

@3 Q o T AR ® R

¢ = speed of sounfim/s]

droplet diametefm]
Froude numbef—]
gravity [m/s’]

change in surface tensigpercent]
curvature[1/m],[—]
thermal conductivityf W/mK]
Boltzmann constartl/K]
latent heafJ/kg]

Mach numbeff —]
mass[kg]

Marangoni numbef—]
normal vectof —]
pressurgPal,[—]

Peclet numbef—]

Prandtl numbef—]

radial coordinat¢m], [—]
Reynolds numbef—]

arc length[m], [—]
element side length—]
superheating parameter |
time [s]

tangential vectof —]
temperaturgK, °C]

radial velocity[m/s],[—]
axial velocity[m/s],[—]
Weber numbef—]

axial coordinatdm], [—]

(eek Symbols

thermal diffusivity[m%s]
Kronecker symbo[—]
Navier-slip coefficienf —]
surface tensiofiN/m]
viscosity coefficien{1/K]
dynamic viscosityfkg/ms]
density[kg/m°®]

shear stress compongnt |
time [—]

temperaturg —]

Properties of eutectic Sn63Pb were employed in this study baubscripts

cause of its wide spread use for electrical joints. Counter-
intuitively, a reduced spreading with increasing absolute Ma- 1
rangoni number was foundhe surface tension maximum occurs 2
in the region of the contact line). This finding was explained gmb
through the emergence of strong negative vorticity at the free pp
surface in the contact area instead of the moderate positive vor- gp
ticity observed when no thermocapillary forces were present. Pre- 2
vious studies of a monotonic droplet spreading without initial in- ¢
ertia showed in principal the opposite behavior. Hence, one shouyld
not in general study inertia and thermocapillary effects on dropl
spreading separately and then superimpose the solutions. The moD ,
tion of the contact line in time was shown to be a function of the d+
Marangoni number as well. The initial spreading was limited due dg 2
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initial

droplet

substrate

ambient

lead

tin

axial direction
azimuthal direction

athematical Operators

Lagrangian derivative towards
ordinary derivative toward$
partial derivative towards coordinates
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Introduction dimensional parameters that represent both the magnitude and

Devices for exchanaina heat between flowing streams are t variation of the kinetic energy. The analytical solution to the prob-
ging 9 YRl is presented and shown to limit to the conventional solution

cally operateq gnder copd|t|ons where thg change in the kine the kinetic energy terms disappear. The analytical solution is
energy is negligible relative to the change in the thermal energy of .4 o explore the behavior of a heat exchanger under some
the fluids. A well-designed heat exchanger will generally exhibit &, qi _

small pressure drop and a long residence time for the fluid; botly) sjtuations and these figures are interpreted physically. Finally,
conditions suggest low velocities and small kinetic energye sojutions are applied to the “Bernoulli” effect cryocooler—a
changes. As a result, tikeNTU relations that are typically used to physical device based on producing low temperature refrigeration
model heat exchangers are derived based on the assumptionh@dugh the expansion of a gas through a nozzle coupled with a
negligible fluid kinetic energy variations in the stream-wise diregounter-flow heat exchanger. This device relies on the transfer of
tions. However, there are some energy conversion devices Whgggt between streams of gas undergoing significant changes in
heat exchange must occur between fluid streams with substangigletic energy and the coupling between the temperature distribu-
and varying kinetic energy, sometimes due to velocities in a nofion and kinetic energy variation can conveniently be analyzed
axial direction. Some examples might include the vortex tubesing the equations derived in this paper.

turbine blade cooling, tangentially injected heat exchangkg],

nozzles and diffuserg3], and heat transfer problems in high ve:Analytical Solution

locity aircraft[4]. A particularly interesting example that has been
recently presented in the literature by Kaiser ef@l.is a novel .
cryogenic cooling device based on expanding a gas throug

Counter-flow and parallel-flow heat exchangers are illustrated
n_Figs. 1 and 2. In both cases the cold-side fluid entatsx

. =0) with a specified mass flow ratemf), static temperature
nozzle to produce a static temperature drop that can be usectig%)m) and velocity ¢ ). The hot-side fluid either enters at the

produce low temperature cooling. In order for this refrigerator Siher end k=L) in the counter-flow configuration or at the same

operate, the high velocity must be maintained even within the "o — )i the parallel-flow configuration. The hot-side fluid
counter-flow heat exchanger that separates the hot and cold °h8s a specified mass flow rat@y(), static temperaturely, ;,) and
resulting in a significant interplay between kinetic energy Va”%/'elocity (oni). If the heat exchanger is well insulated and the

tion and static temperature distribution. = i . . X
This paper is motivated by the need to understand the behavc%gaafﬁ f(f)lruLﬂelioTér]gilgepnazeist.hen the governing differential
y

of systems in which the heat transfer rate is fundamental
coupled to variations in kinetic energy through the internal tem- . d v§
perature profiles. The governing equations within counter- and Me: dx Cp,c'TcJF?
parallel-flow heat exchangers are derived and the kinetic energ ) B )
terms are retained. An exponential variation in kinetic energy ¥herecp is the specific heat at constant pressprés the wetted
assumed and the resulting problem is nondimensionalized apRfimeter available for heat transfer, abdis the total conduc-
solved. The effectiveness of the heat exchanger in this situatiorfd§Ce that characterizes the heat transfer rate between the two
found to depend on the typical non-dimensional groups, numb@féams. If extended surfaces are present in the heat exchanger
of transfer units and capacity ratio, and on additional norilen an appropriate surface efficiency must be added, here we are
assuming that this effect is included in the calculatiotJoEqua-
Contributed by the Heat Transfer Division for publication in tf@JBNAL OF tion (1) implies .that the .heat exchanger is operating .at. a steady
HEAT TRANSFER Manuscript received by the Heat Transfer Division April 23, 2001 State. The specific heat is assumed to be constant within the heat
revision received November 6, 2002. Associate Editor: M. K. Jensen. exchanger so that the governing differential equation becomes:

=p-U-(Th—To) 1)
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2
< 1%
T ! > KEe=—7— (7b)
cold-side fluid Uc.in
e Tcin’ c,in . . - . . .
Mo e Vedn__y. — The kinetic-to-thermal energy ratig8) is defined as the ratio of
the kinetic energy at the inlet to a reference thermal energy
— +—— hot-side fluid change:
'hh’ Th,im Vh,in
2
—> X vh’.
IBh:Z'C (T Ir_l -T ) (8a)
Fig. 1 A counter-flow heat exchanger Ph7R Thin - Tein
2
Uc,in
= : 8b
P Cre (Thin Tom) (80)
dT, p-U 1 d v§ These definitions lead to a non-dimensional, differential govern-
dax Me-Cp ¢ (Th=To) = Cpo dx| 2 (2) ing equation for the cold-side fluid:
The governing differential equation for the hot-side fluid depends
on the configuration: dX =NTUc- (0h=0¢)— Bc: ﬁKEc(X) ©)
dTy, _ p-uU 1 d ﬁ f The nondimensional, differential governing equation for the hot-
dX  my-cp (Th=To)— Con dx| 2 (counter-flowy side fluid depends on the configuration:
(32) i d
dT, - p-U o 1 d vﬁ o WzNTUH(@h—(H)C)—B,f ﬁKEh(X) (counter-flow
ax mh'CP,h.( h=Te) m& ) (parallel-flow (10a)
(3b)

d
In both cases, the fluid is assumed to be single phase with ad_Xh:_NTUh'((Dh_G)c)_IBh' ax KEn(X) (parallel-flow
constant specific heat capacity and total conductance. (10b)
The hot and cold-side nondimensional temperatuf@g énd
®.) and nondimensional axial positigiX) [5] are defined to as- The axial distribution of the kinetic energy must be specified in
sist in the analysis: order to solve these governing equations. The most physically
relevant and useful distribution is an exponential decay in the

0= Th=Tein 4 direction of the flow. This situation occurs approximately in swirl-
e (4a) | : :
Thin— Te.in ing flows that are subjected to a viscous torque and has been
experimentally measured in several devices such as cyclone sepa-
Q.= Te—Tein (4b) rators and vortex tubg$,7]. The exponential assumed functional
© Thin— Tein form can be used to approximate a large number of actual distri-

butions via appropriate choice of the characteristic length constant
X=— (5) and therefore the results will be widely applicable. The length
constant that characterizes the kinetic energy decay on each side

Hot and cold-side number of transfer units (NJahd NTU,) are (Lgn andLy ) is made nondimensiong) by comparison with

defined by comparing the heat transfer conductance to the ap trtée égfglj||§tr5fhbgfsézeohne?ﬁfxﬁﬁgggr ;-helslgalﬁgr?tgn%%r;séiggdvgr”_
priate capacity rate: p pp

ation and may be related to the magnitude of a viscous shear that

U-p-L is degrading the momentum of the fluids in a highly swirling
NTUp=——— (6a)  flow) or other considerations such as density variati@ssin the
ho=Ph Bernoulli cryocooler considered in a subsequent segtion
U-p
NTU. =~ 6b Lan
¢ Mc-Cp ¢ (6b) Xh:T (11a)
Within the heat exchanger, a local nondimensional kinetic energy
(KE) is defined relative to the kinetic energy of the fluid at the ~Lac
inlet: Xem L (11b)
KE, — Uﬁ 7 The nondimensional kinetic energy distribution in the cold-side
h= .2 (73)  fiuid is given by:
h,in
X
KE(X)=exp — — (12)
Xc
B L | The nondimensional kinetic energy distribution in the hot fluid
) . "~ i’ depends on configuration.
cold-side fluid
g, Toims Ve,in (1-X)
’ N —> — KEL(X)=exp — X— (counter-flow (13a)
h
hot-side fluid ——> KE. (X)= llel- 13b
s Thins Vhin n(X)=ex (parallel-flow (13b)
___> X
Substitution of these profiles into the non-dimensional, differential
Fig. 2 A parallel-flow heat exchanger governing equations leads to:
378 / Vol. 125, APRIL 2003 Transactions of the ASME
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®°=NTU~(® f®)+&~ex;<f£ (14) C,= P Cy= Pe
dX TR T e Xc 21— (NTU,—NTUg) - xp 2 1+(NTU,—NTU,)- xc
dey, Bn (1-X) X
W=NTUh~(®h—®C)—%-ex - (counter-flow AO®=Cy-exd —(NTU,+NTU,)-X]+C,-ex fX—
h
(15a) N
(O Bn X +Cj- ex% — —| (parallel-flow)
P L . — =0, - - X
ax NTU,- (Op—0,)+ o ex " (parallel-flow c (20b)
(15b) ~ Bn Be

= Ca,=
These equations can be solved analytically by introducing the ap- > 1= (NTUR+NTUg)-xp > 1—(NTUp+NTU)- xc
propriate boundary conditions related to the static temperaturev%erecl

. . is an undetermined constant that will be subsequently
the incoming streams:

set to satisfy the boundary conditions. The nondimensional tem-

0.(X=0)=0 (16) Pperature difference is integrated with respect to axial position us-
ing Eq. (14) with Egs.(20a) or (20b) in order to obtain the non-
0n(X=1)=1 (counter-flow (17a) dimensional cold-side temperature distribution.
OL(X=0)=1 (parallel-flow (17b) NTU.-C,
0.= {exgd (NTU,—NTU,) - X]—1}

The analytical solution is accomplished by introducing a nondi- ¢ NTU,—NTU,
mensional temperature difference:

1-X 1
A0=0,-0, (18) T NTUe- G- eXp(‘ Xh )‘ex‘{_ﬁ)}
By subtracting Eq(15a) or (15b) from Eq.(14), it is possible to X
obtain an equation involving only the non-dimensional tempera- —(NTU;- Cz- xet+ Be) - ex;{ — _) —1| (counter-flow
ture difference: Xc
920 (NTU,—NTU,)- 20— P p[ (1_X)} 1)
ax ~(NTUn o) A= AT T C,-NTU,

== m -{EXF[— (NTU,+NTU,) - X]— 1}

Be X
- X_ -exp — X_ (counter-flow (19a) X
¢ ¢ —Cy-NTU, xp- exp(——)—l
dA® Bn X Xh
——=—(NTU,+NTU,)-A® + —-exg — —
dX Xh Xh X
—(BctNTU,-Cs-xo) | €Xp — X_ —1| (parallel-flow
Be F{ X ¢
——-exp — — arallel-flo 19b
VR R (p W (19b) (21b)
The solutions to these equations are: The hot-side fluid nondimensional temperature is the sum of Egs.
1-x (_20a) and(21a)or Eqgs.(20b)and(21b), depending on configura-
A®=C,. exF[(NTUh—NTUC)~X]+CZ-eXL{ - } tion:
Xh 0,=0.+A0 (22)
+C3-exr{ - i) (counter-flow (20a) The constanC, is obtained by enforcing the hot side inlet tem-
c perature boundary condition.
|
1 1 1
1—xp-NTU;-Cy-[1—exg — — ||+ (NTU;-Cs- xct+Be)-|expg ——|—1|—C,—Csz-expg — —
_ Xh Xc Xc
C,= NTU (counter-flow
C
m . [exr( NTUh— NTUC) - 1] + exr( NTUh— NTUC)
(23a)
C,;=1-C,—C; (parallel-flow (23b)
I
The effectiveness of a heat exchanger is typically defined as NTU 1
the ratio of the actual to a theoretical maximum heat transfer rate: &= "NTU. [ O.(X=1)+8." exr{ - X_) - 1“ (25)
Cc c
) Alternatively, an energy balance on the hot-side fluid yields a
Q different equation for the effectiveness that depends on the con-
£=— 24)  figuration:
(m' CP)min' (Th,in_Tc,in) ( ) 9
NTU nax 1
e= NTU. 1-0,(X=0)+pBy-|1—exp — —
After invoking an energy balance on the cold-side fluid, the effec- h Xh
tiveness can be written as: (counter-flow (26a)
Journal of Heat Transfer APRIL 2003, Vol. 125 / 379

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1 1
Rg=10
Rg=075 ®
08 Re=05 g 08
R=025 =
® @
3 RA=0 =
2 sl °© E s
: 2
2 s \(/
g £ oo
£ o 2 04 s .= 0.25
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Fig. 3 Effectiveness of a counter-flow heat exchanger pre- Fig. 5 Nondimensional temperature as a function of X for dif-
dicted by Eq. (25) in the absence of kinetic energy  (B=pB; ferent values of f, in a balanced, counter-flow heat exchanger
=p,=0) (NTU.=NTU,=2.0, x.=1.0, 8,=0.0)
NTU, o 1
=—— 2 O,(X=1)—1+8;exp — —| -1 p-L-U
NTUh h Pn Xh NTU= W (28)
" “P/min
arallel-flow) 26b .
(p L . . ( ) o (m' CP)min
The effectiveness predictions associated with &%) and Egs. Re= G (29)
max

(26a) or (26b), depending on configuration, are consistent when
coupled with the analytical solution given by Ed&0) through Figures 3 and 4 illustrate the effectiveness as a function of the
(23), verifying that this solution satisfies energy conservation. number of transfer unittNTU) for several values of the capacity
The effectiveness predicted using these equations is a functi@tio (Rc) in the counter-flow and parallel-flow configurations,
of six nondimensional variables—the two typical ones that chaiespectively. These figures were developed for the zero-kinetic
acterize the ratio of heat transfer conductance to capacity rate ®tergy situation .= 8,=0) and in this limit the equations de-
each side (NTYand NTU,) as well as four additional groups thatveloped earlier faithfully reproduce the results presented in sev-
characterize both the magnitude of the kinetic energy entering el textbooks on heat exchanger design, for exarffjle
heat exchangerf, and 8;) and the axial distribution of that AS the kinetic energy of the cold-side fluid becomes significant,
kinetic energy f, and x.) on each side. the effectiveness of the heat exchanger will decrease. This behav-
ior occurs because the reduction in kinetic energy of the cold-side
e=e(NTUy,NTU,, B+ Be s Xh o Xe) 27) fluid as it moves through the heat exchanger tends to increase its
static temperature with a consequent reduction in the temperature
In the subsequent section, this analytical solution will be exargifference that drives heat transfer. Figure 5 illustrates how the

ined and interpreted for a few conditions. nondimensional temperature profiles for a balanGed, Rc=1)
counter-flow heat exchanger are affected when the cold-side
Results kinetic-to-thermal energy ratio is increased. Note that as the di-

ensionless kinetic energy approaches unity, the velocities will
ecome very large; for example, wh¢h=1 with air at nomi-
nally room temperature and a 100°C temperature drop across the

The effectiveness of a heat exchanger is typically given
terms of a number of transfer unitdlTU) and a capacity ratio
(Rc), defined as:

1~ 1
Ra=0
Rc=0.25
08 Rc=05 w
© _ 2
e Rc=0.75 ﬁ
H Rc=10 5
g os 2
2 k5]
* U
2 5
W g4
02
0
0 1 2 3 4 5
Number of Transfer Units, NTU Hot-side Number of Transfer Units, NTUp
Fig. 4 Effectiveness of a parallel-flow heat exchanger pre- Fig. 6 Effectiveness as a function of NTU , for different values
dicted by Eq. (25) in the absence of kinetic energy (B=B. of B. in a balanced, counter-flow heat exchanger (NTU,
=p,=0) =NTU;,, x.=1.0, 8,=0.0)
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B in a balanced, counter-flow heat exchanger = (NTU,=NTU,
Fig. 7 Effectiveness as a function of NTU , for different values =20, p4=0.0)
of B. in a balanced, parallel-flow heat exchanger (NTU,
=NTU,,, x.=1.0, B8,=0.0)
tering the heat exchanger, reducing the temperature difference that

) ] ) drives heat transfer within the heat exchanger and lowering the
heat exchanger the associated Mach number is approximatehhdat exchanger’s effectiveness. In the limit of a vanishingly small
Figure 6 illustrates the resulting heat exchanger effectiveness age2ay length ¢.—0) the situation can be adequately modeled
function of the number of transfer units. using the stagnation temperatures in conjunction with conven-

A similar pattern can be observed for the parallel-flow configiional heat exchanger effectiveness correlations. At very large val-
ration. Figure 7 illustrates the effect of cold-side fluid kinetic €Nges of the nondimensional decay |engm%>oo)’ the Ve|0city
ergy on the effectiveness of a balanced, parallel-flow heat ex-
changer as a function of the number of transfer units. Very high
levels of kinetic energy in the cold-side fluid may actually result
in its static temperature rising above that of the hot-side fluid and ~ *"[
locally reversing the direction of heat transfer. This phenomenon
explains the peak exhibited by the high kinetic energy curves in 05
Fig. 7 and also the fact that the effectiveness becomes negative a
extremely high values of kinetic energy and number of transfer
units.

Figures 5 through 7 were generated for the situation where the
length constant associated with the kinetic energy decay is com-
parable to the length of the heat exchanges., for x.=1.0).
Figure 8 illustrates how the cold-side characteristic length of the
kinetic energy decay affects the temperature profiles within a bal- 02
anced, counter-flow heat exchanger. Figure 9 illustrates the result-
ing heat exchanger effectiveness as a function of the non- o5
dimensional cold-side decay length for various values of the cold- 0 1 2 3. 5
side kinetic-to-thermal energy ratio. If the non-dimensional decay Non-dimensional Length Constant for Cold-side Kinetic Energy Decay, yc

length is very small then the cold-side fluid undergoes Fal 10 Effectiveness as a function of  x for different values of
deceleration-related temperature rise almost immediately upon %r? in a balanced, parallel-flow heat exchanger  (NTU,=NTU,

o
Ny
h

ectiveness, ¢

Eff

=2.0, 8,=0.0)
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Fig. 8 Nondimensional temperature as a function of X for dif- Fig. 11 Fractional deviation in effectiveness as a function of

ferent values of x. in a balanced, counter-flow heat exchanger NTU,, for different values of B, in a balanced, counter-flow heat
(NTU.=NTU,=2, B.=0.5, B,=0.0) exchanger (NTU.=NTU,, x.=1.0, B,=0.0)
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exchanger (NTU.=NTU,, B,=0.0) changer (NTU,=NTU,=2.0, x,=1.0, 8,=0.0)

change of the fluid within the heat exchanger is insignificant aniveness predicted for the parallel-flow configuration under the
therefore the kinetic energy, although possibly quite large, has same conditions and shows that it behaves in a similar manner.
effect on the internal temperature profiles or the heat exchangefFigures 8 through 10 were derived for a balanced heat ex-
effectiveness. This result is evident by the fact that the effectivehanger with a constant number of transfer units (NFMITU,
ness curves in Fig. 9 approach the zero-kinetic energy solution-a®). Obviously a very large number of similar figures would be
Xc is increased. In this limit, the situation can be adequately morequired to completely map out all of the possible operating con-
eled using the static temperatures within conventional heat editions. However under some limiting conditions the effect of ki-
changer effectiveness correlations. The equations derived in thitic energy can be considered as a perturbation to the more con-
paper are needed in the intermediate region, where the dewaytional, zero-kinetic energy solutions. The fractional deviation
length and the heat exchanger length are not too different and tifehe effectiveness relative to the zero-kinetic energy solution is
inlet kinetic energy is significant. Figure 10 illustrates the effeadefined as:

|
Ae _ S(NTUh 1NTUC1:8h 1BC 1Xh 1XC)_8(NTUh1NTUC!Bh:o1BC:0)

& e(NTU,,,NTU,, 8,=0,8.=0) (30)

Figure 11 illustrates this fractional effectiveness deviation asvarious values of the hot-side kinetic-to-thermal energy ratio,
function of the number of transfer units for different values of thelearly indicating the positive effect on performance. Figure 15
cold-side kinetic-to-thermal energy ratio. This figure is based oltustrates the effectiveness of a balanced, parallel-flow heat ex-
the same information shown in Fig. 6 but reveals that the frachanger as a function of the number of transfer units for various
tional deviation in effectiveness is essentially independent of thvalues of the hot-side kinetic-to-thermal energy ratio and shows a
number of transfer units for the balanced, counter-flow configura-
tion. This result is generally true as any of the variables that de-
scribe the kinetic energy level or distribution in either the hot- or
cold-side fluids are varied. Figure 12 illustrates the fractional de-

b= 15 Bh=1.75 Bh=2
n=1.

viation in effectiveness as the cold-side kinetic-to-thermal energy B = 1.25
ratio is varied for various values of decay length. Figure 12 was  ** B =1
developed for a balanced, counter-flow heat exchanger in the limit pn=0.75

of infinite number of transfer units, however, Fig. 11 reveals that ¢ 1 pn =05

these results are nearly independent of the number of transferg Pn=0.25

units and therefore allows this deviation in effectiveness to be
applied as a perturbation to the zero-kinetic energy solution.

It is clear that kinetic energy in the cold stream has a negative W
effect on the heat exchanger’'s performance. In contrast, kinetic
energy in the hot-side fluid will have a positive impact on effec-
tiveness. Figure 13 illustrates how the non-dimensional tempera- 0%
ture profiles for a balanced, counter-flow heat exchanger are af-
fected by kinetic energy in the hot-side fluid. The deceleration of 0

. . . [¢] 1 2 3 4 5
the hot-side fluid causes a temperature rise that tends to elevate Hot-side Number of Transfer Units, NTU,
the temperature difference between the two streams, augment the ’
heat transfer rate, and therefore improve the effectiveness. THg 14 Effectiveness as a function of NTU , for different val-
effectiveness of a balanced, counter-flow heat exchanger ases of B, in a balanced, counter-flow heat exchanger  (NTU,
function of the number of transfer units is illustrated in Fig. 14 foeNTU,,, x,=1.0, 8.=0.0)

075 Pn=0

ffective
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Fig. 17 Fractional deviation in effectiveness as a function of
X=Xxr=X. for different values of pB=pg,=B. in a balanced,
counter-flow heat exchanger (NTU,=NTU,)

Fig. 15 Effectiveness as a function of NTU , for different val-
ues of B, in a balanced, parallel-flow heat exchanger (NTU,
=NTU;, x»=1.0, B.=0.0)

similar augmentation of the heat transfer rate occurs in this co ._Thus far_only balanced heat ‘exchangers have been investigated.
figuration. Figure 16 illustrates the fractional deviation in effec- igure 18 |Ilustrates_ the effectiveness of a c_ounte_r-ﬂow heat ex-
tiveness as a function of the kinetic energy in the hot-side fluid gganger as a func’_[lon Of. the therma_\I capacity ratio between 'the
the characteristic length for kinetic energy decay is reduced. THjg/d- @nd the hot-side fluids as the kinetic energy in the cold-side
figure was prepared in the limit of infinite number of transfer unit uid IS var!ed. In aII_ cases, the ngmber O.f transfer units based on
but the results are insensitive to the number of transfer units, 9 side with the minimum capacity rate is held constant. As pre-
with Fig. 12 previously. Notice that the deviation is most pro\-/'OUS|Y obs_erv_ed for th‘? balanced heat exchanger, the ,effect of
nounced for high levels of kinetic energy and/or short charactecr(-)ld'Slde k'n.et'c energy Is to .deg.rade the heat exchanger’s perfor-
istic decay lengths, characteristics that are consistent with (mpnce relgmve to its zero-kinetic energy counterpart. However,
previous observations for cold-side kinetic energy. IS ?ﬁeCt is amplified when the_cold-slde .ﬂu'd ther_mal capacity
Figure 17 illustrates the fractional deviation in effectiveness 481€ IS less than that of the hot-side fluid. Figure 19 illustrates this
a function of the kinetic energy for various values of the dec enomenon more clearly by showing the fract!onal deV|at_|0n in
length when both fluids are characterized by the same conditia eﬁectlveness rather than. the apsolute eﬁectlveness. This trgnd
(Brn=B.= B and x,= yc=x). It is interesting to note that when Is’true in general for all configurations under all operating condi-
the decay length is very short, the temperature change produg«gﬁ's' Th.e eﬁec.t.Of Kinetic energy on one side of the heat ex-
by kinetic energy occurs immediately upon entering the heat hanger is amplified as the thermal capacity rate on that same side
changer and, since the level of kinetic energy is assumed to be ﬁ]éeduced.
same in each stream, the overall effectiveness is unchanged by the
presence of kinetic energy. At very large decay length, there is
essentially no stream-wise variation of kinetic energy and henégplication of Results to Bernoulli Cryocooler
no effect on the effectiveness. At intermediate decay length, theFigure 20 illustrates a closed-cycle cryocooler, which has been
effectiveness is increased by the kinetic energy indicating that the.ony proposed by Kaiser et 48]. This refrigeration cycle
beneficial effect on the hot fluid dominates the negative effect Pes not rely on either the Joule-Thomson effect or a work-

the cold fluid. extracting expansion device. It would therefore be free of the
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Non-dimensional Hot-side Kinetic Energy, gn Ratio of Cold- to Hot-side Capacity Rates, NTU,/NTU,
Fig. 16 Fractional deviation in effectiveness as a function of Fig. 18 Effectiveness as a function of cold- to hot-side capac-
B, for different values of xj, in a balanced, counter-flow heat ity ratio for various values of B in a counter-flow heat ex-
exchanger (NTU.=NTU,, B.=0.0) changer (NTU,,x=2.0, 8,=0, x.=1.0)
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load heat exchanger

nozzle Qs

Fig. 20 Schematic of the “Bernoulli” effect cryocooler

constraints related to fluid properties that limit the operating re-

gime of a Joule-Thomson cryocooler and be much less complex

then a reverse-Brayton device. Instead, the refrigerator produgesallel plate configuration that is conducive to manufacture via

cooling through the “Bernoulli” effect. High-pressure gas enters aicro-machining techniques. The core is composed of a large

counter-flow heat exchanger and is cooled to near the load temumber of channel@N), each of uniform widt{W) and the same

perature. The gas leaving the counter-flow heat exchanger is &agth (L). The channels are of uniform thicknes$g,andt., on

panded through a nozzle to a high velocity, causing a reductionthre hot (high-pressurekide and cold(low-pressure)side of the

its static temperature. The fluid is subsequently warmed by dweat exchanger, respectively. Table 1 lists the geometry and oper-

cepting the refrigeration heat transfer. The high velocity gas thating conditions originally put forward if8].

passes back through the counter-flow heat exchanger where it preéA/e will begin by estimating the velocity distribution in the heat

cools the high-pressure gas. The energy associated with the refeégehanger using the technique outlined by Kaiser ef&]. A

eration load is carried up the temperature scale by the higHerear temperature distribution from, to T¢ is assumed. The

kinetic energy on the low-pressure side of the heat exchanger; iflsw in the channels is taken to be laminar and fully developed so

therefore critical that this high velocity be maintained throughouhat the product of the friction factor and Reynolds number is a

the heat exchanger. The Bernoulli cryocooler is an ideal appliceenstantC), taken to be 64 for consistency wit8]. Finally, the

tion of the previous results as the interplay between heat transfscosity is assumed to vary as the square root of absolute tem-

and kinetic energy is not only significant, it is required in order foperature and the gas is assumed to obey the ideal gas law. Com-

the device to operate. bining these assumptions leads to the following equations for the
The heat exchanger core geometry envisioned by Kaiser et\alocity and pressure distribution on the cold side of the heat

[8] for the Bernoulli effect cryocooler, shown in Fig. 21, is aexchanger.

\/ L-C- gty veour TR <TR—1>r’2
pc(x)—pc,out 1+ 10-t§~pc,out-(TR—1) 1= 1_(1_X)' T (31)
(TR-1)
Uc,out 1_(1_X)'T
0e(X)= ey (32)
( pc,out)

where TR is the temperature ratio spanned by the coolgs /(Tc) and uy is the viscosity of the gas at the hot inlet temperature. A
similar set of equations can be written for the pressure and velocity distributions in the hot channels:

\/ L-C- ity Uhou (TR-1)]52 (152
X)= . 1+ SA1I-(1-X): — —| — 33
ph( ) ph,out 1O-tﬁ'ph,0ut‘(TR—l) ( ) TR TR ( )
[TR=(1-X)-(TR-1)]
X)= - , 34
Uh( ) Uh,out (ph(x)) ( )
ph,out,
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Fig. 21 Heat exchanger core geometry
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The hot exit and cold inlet conditions can be connected with a

continuity equation and some assumption regarding the efficiengy 22 velocity and pressure distribution in Bernoulli cryo-
of the nozzle. Here we assume that the nozzle generates no @wier (Neon with v, o, =25M/s, P, o=2100kPa, all other con-

tropy, leading to: ditions as listed in Table 1 )
Uc,in Pe,in” te=Uh,out' Ph,out th (3%)
1—yly T
Ph,out Nu-k
2 2 s
v2 =v2 2, Te |1 (36) e
c,in h,out p-'C pc,in U Z(tc+th) (37)
wherey is the ratio of the specific heat capacity at constant preghe number of transfer units on the hot and cold sides (Naid
sure to the specific heat capacity at constant volume. NTU,) can be computed according to:
Equations(35) and (36) assume that the cold inlet and hot exit
temperatures are not too different and that the flow does not 2:U-L-Tein(y—1)

NTU.=NTU,=

change velocity or lose pressure as it passes through the load heat te- Ve out Peout ¥ (38)

exchanger. Equation&1) through (36) can be solved simulta- . .
neously to yield the pressure and velocity everywhere as a fungie effectiveness of the heat exchanger can be computed using
tion only of the cold exit conditions. Figure 22 illustrates thd1® eduations derived in this paper. The effectiveness is used to
velocity and pressure distribution in the hot- and cold-sides of tf@MPUte the hot-side exit temperatuf, ¢y
heat exchanger for the conditions listed in Table 1 with neon gas (02 = V2 o)
and a cold exit velocity and pressure of 25 m/s and 500 kPa, Thou= Thint — ’
respectively. Notice that while the pressure always decreases in 2:Cp
the_dl_rectlon of flow, the velocity is governed primarily by densityrpe refrigeration load@,e) per mass flow rate can be computed
variations caused by temperature and pressure changes. Theretgg@rding to:
the velocity tends to decay in the direction of flow in the hot side .
and increase in the direction of flow on the cold side. o (Ve U ow

The analysis described by Kaiser et[8] decouples the veloc- - 2% (Thou= Tein) (40)
ity distribution from the static temperature distribution by sepa- ] ] )
rately calculating a pinch-point temperature difference neglectirige first term in Eq(40) represents the Bernoulli effect, the re-
kinetic energy changes and the heat transfer considering only frigeration effect produced by the acceleration of the fluid through
kinetic energy changes. Here we will predict the performance #fe nozzle. The second term represents the loss of refrigeration
this device more accurately, by considering the coupled effect iflated to the heat exchanger ineffectiveness. The compressor
kinetic energy variations and temperature distribution using tipower \W,) per mass flow rate is ideally8]:
e-NTU equations derived in this paper. Figure 23 illustrates the -
dimensionless kinetic energy variation as a function of axial po- %—R-T n Ph.in (a1)
sition for the hot and cold fluids. Also shown in Fig. 23 are the m huin

FESt'Et eé(ponedntia; funcgo_n S thhat yiel? t-h e di_m_ensionhle_ss de-CEH{]e coefficient of performanceCOP) of the refrigeration cycle

engths (n and x.) used in the simulation. This technique is ; i X - '
e lecting additional losses such as axial conduction through the

repeated to capture the variation in kinetic energy as the cold e&ﬁgt excf?anger and parasitic losses with the environment ?s:

_8'(Th,in_Tc,in) (39)

PC.OU

conditions are varied. The nondimensional kinetic energy in t

hot and cold-fluids at the inletsgf, and B.) can be calculated Q.
from the inlet velocities. The conductance is estimated assuming COP=— (42)
laminar, fully developed flow so that the Nusselt num@éu) is a c

constant, taken to be 7.6. Conduction through the wall separatingure 24 illustrates the computed COP for the geometry listed in
the two fluids is neglected and the thermal conductivity at theable 1 as a function of the cold exit velocity at various values of

average temperaturé) is used: cold exit pressure. Also illustrated in Table 1 is the COP reported
Table 1 Geometry and operating conditions for Bernoulli effect cryocooler from [8]
Parameter Symbol Value Parameter Symbol Value
Cold exit pressure Pe.out 100-500 kPa Working gas Helium or Neon
Hot gas inlet temp. Ty 300 K Cold gas inlet temp. Te 50 K
Heat exchanger length L 40 mm Channel width W 50 um
High pressure channel th 50 um Low pressure channel te 20 um
Cold gas exit velocity v oy 0-100 m/s Number of channels 200
Journal of Heat Transfer APRIL 2003, Vol. 125 / 385
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Fig. 23 Calculated kinetic energy distribution and the corre-
sponding best-fit exponential for Bernoulli cryocooler

with v, o =25m/s,
listed in Table 1 )

(Neon

P. ot=100kPa, all other conditions as

« Kinetic energy in the cold-side fluid generally degrades the
heat exchanger’s performance. This degradation becomes less pro-
nounced as the characteristic length for kinetic energy decay be-
comes larger. This general behavior is true for both the counter-
flow and parallel-flow configurations.

» The ratio of the effectiveness with kinetic variation to the
zero-kinetic energy effectiveness is essentially independent of the
number of transfer units in a balanced, counter-flow heat ex-
changer. This observation allows the kinetic energy effect to be
treated as a perturbation to the more conventional zero-kinetic
energy effectiveness solutions.

 Kinetic energy in the hot-side fluid generally improves the
heat exchanger’s performance. This improvement becomes less
pronounced as the characteristic length for kinetic energy decay
becomes larger. This general behavior is true for both the counter-
and parallel-flow configurations.

» The effect of kinetic energy, positive or negative, is aug-
mented when the capacity rate of the fluid with kinetic energy is
decreased.

The e-NTU solution was also used to analyze a cryogenic refrig-

eration device that has been proposed which fundamentally relies
on the coupling between heat transfer and kinetic energy. The
results show that the particular geometry and operating conditions

0.015
reported by Kaiser et al. [8]

0.01

0.005

Py out = 100 kPa—| c

-0.005

Coefficient of Performance, COP

that were initially deemed to be viable will not perform well when
the effect of the kinetic energy changes on the static temperature
distribution is explicitly considered.

Nomenclature

solution constant or the product of friction factor and
Reynolds number

] COP = coefficient of performance, E¢42)

oot | cp = specific heat capacity at constant pressure, J/kg-K

k = thermal conductivity at mean temperature, W/m-K
0015 calculated T KE = nondimensional kinetic energy, E(f)

L = heat exchanger length, m
O e e 0 Ly = length constant characterizing kinetic energy decay, m

Cold OQutlet Velocity, v, our m = mass flow rate, kg/se(_:
1 e NTU = number of transfer units, E{6)
Nu = Nusselt number

Fig. 24 Coefficient of performance as a function of the cold
exit velocity for various cold exit pressures and the results p

perimeter for heat transfer, m or pressure, R/m

from Kaiser et al. [8] for Bernoulli cryocooler  (Neon with all Q = heat transfer rate, J/sec
other conditions as listed in Table 1 ) Rc = capacity ratio, Eq(29)

t = channel thickness, m

T = static temperature, K

by Kaiser et al. for a cold exit pressure of 101.3 kPa. The key TR
difference in the analysis presented here and the original analysis U
described by Kaiser et dI8]is the use of @-NTU equations that

explicitly include the coupling between the kinetic energy varia- v
tion in the heat exchanger and the temperature profile. This effect W
appears to be extremely significant for this application, making W
the cycle non-viable for the proposed geometry under any of the x
conditions considered here, because the COP is always negative. X
This analysis is meant only to illustrate an interesting applicati
of the equations derived and presented here and should not
taken as a commentary on the relevance of the Bernoulli effect 8

temperature ratio

total conductance for stream-to-stream heat transfer,
W/m?-K

velocity, m/sec

channel width, m

power, W

axial position, m

nondimensional axial position

rgek Symbols

nondimensional magnitude of kinetic energy, Eg).

cryocooler concept. x = nondimensional length constant for kinetic energy de-
cay, Eq.(11)
Conclusions Aele = fractional deviation relative to the zero-kinetic energy

The governing non-dimensional equations are derived for an@
counter- and parallel-flow heat exchanger in which the fluid g
streams are simultaneously experiencing heat transfer and signifi-
cant changes in their kinetic energy. Analytical solutions to these w
differential equations are presented for the particular case where @
the kinetic energy variation is exponential. The effect of kineti
energy on the performance of the heat exchanger is examined i

effectiveness, Eq.30)

non-dimensional temperature difference, EL8)
heat exchanger effectiveness, Ez4)

ratio of specific heat capacities

viscosity (N-s/nr)

non-dimensional temperature, Ed,)

Lg)scripts

few interesting cases, allowing the following general conclusions ¢ = cold-side fluid, compressor

to be drawn:
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h = hot-side fluid
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